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Preface

The field of aercacoustics has matured dramatically in the past two decades. Re-
searchers have gained significant theoretical and experimental understanding of the
noise generated by aircraft power plants and their compol ents. In addition, airframe
noise and interior noise have been investigated extensively. The physical understand-
ing obtained from these efforts has resulted in the development of hardware capable
of reducing community noise and of meeting strict no.se certification requirements.
Reductions in overall ound pressurelevel of 20 to 30 dB have been obtained for some
types of power plants, while in the same period their installed power has increased

qgiiatlw
Current quiet flight vehicle designs are based on information reported in a

multitude of journals, conference proceedings. research reports, and specialized
books Each of these scientific publications represents only incremental steps in the
evolution of our present understanding of the various aeroacoustic noise generation
and propagation mechanisms and procedures for noise control. T here is thus a need
for a reference document summarizing the current status of eroacoustics. It is
recognized that some other fine books on aeroacoustics are a rady available The
reader is referred to the classic handbooks by Harris on noise fnd vibration control,
to Goldstein's "Aeroacoustics," which provides a general theoret:cal treatment
of most acroacoustic noise sources, to the text "Noise and Acoustic Fatigue in
Aeronautics" by Richards and Mead, and to the AIAA Reprint Series volume
entitled "Aerodynamic Noise" The current book represents an attempt to integrate
and update the information in previous related publications, to provide a balanced
viewpoint with both fundamental and applied aspects being considered, and to focus
on those topics that are significant for the design and operation of quiet flight vehicles

In July 1982, the Continuing Education Subcommittee of the Institute of Aero-
nautics and Astronautics (AIAA) Aeroacoustics Technical Committee identified a
critical need for a reference book summarizing and interpreting the status of re-
search in aeroacoustics. The full Aeroacoustics Technical Committee agreed with
this conclusion and enthusiastically supported the concept of publishing such a book.
The book would have a scope consistent with that of the Technical Committee and
would include physics of noise produced by motion of fluids and bodies through the
atmosphere and by chemical reaction processes; it would also include the responses
of human beings, structures, and the atmosphere to aerodynamic noise. The sub-
committee was then instructed to prepare an initial outline of the book for planning
purposes and to procure finapcial support for its printing. This effort has been given

vii



Preface

generous support by NASA (Langley, Lewis, and Ames Research Centers), the U.S.
Air Force Wright Research and Development Center, and the U.S. Army Aviation
Systems Command.

This book is planned as a reference publication, easily readable by persons
with scientific or engineering training who have completed a bachelor degree study
program. It serves as an authoritative resource book for teachers, students, and
researchers, but it is not designed for use directly as a textbook. It provides
recommended methodology to evaluate aeroacousties-related problems and suggests
approaches to their solutions, without extensive tables, nomographs, and derivations.
It is oriented toward flight vehicles and emphasizes underlying physical concepts.
Theoretical, experimental, and applied aspects are covered, including the main
formulations and comparisons of theory and experiment.

The preparation of the material for this book has been carried out under the
general supervision of the AIAA Technical Committee on Aeroacousties. The Com-
mittee elected the editor (Harvey H. Hubbard), two associate editors (Christopher
K. W. Tam and Robert H. Schlinker), and six additional editors (Charles E. Feiler,
James C. Yu, Walter K. Eversman, Marvin E. Goldstein, Robert E Kraft, and
Yung H. Yu). Donald L Lansing and John Laufer (until his untimely death) also
served for short terms. They functioned as an editorial board to establish the overall
policy for the organizing, reviewing, and editing of the book Each was selected
because of his expert knowledge of at least one of the specialty areas covered in
the book. They collectively comprise a team of experts who represent industry,
government, and academia viewpoints.

The editorial board members chose by vote the lead authors for each chapter
based on their stature and expeitise in particular technical areas and on their proven
ability to communicate. In all cases, contributing authors were selected and enlisted
by the lead authors on the basis of the same criteria. An outline of each chapter
was first approved by the editorial board as a means of defining the overall scope of
that chapter. Technical reviewers were chosen by vote of the editorial board based
on their expertise of subject matter and the nature of their experience. Two to
four persons were selected to provide technical reviews for each manuscript These
technical reviews were then provided to the appropriate authors as a basis for the
preparation of their final manuscripts. Final editing was accomplished by Mary K.
McCaskill and Thomas H. Brinkley of the NASA Langley Research Center Technical
Editing Branch. This latter effort involved skilled technical editors closely associated
with the publication profession. Their work included checking for accuracy, grammar,
consistency of style, compliance with editorial instructions, and assembly for printing

Authors and reviewers contributed their time for this project without receiving
compensation. Draft manuscript preparation, typing, and graphics were supported
partially or wholly by the participant's employer. All these contributions were vital
to the success of this project and are greatly appreciated

Supporting reference information cited in this book is limited to publications
available at the time of the text preparation. No proprietary or classified information
is included in order to protect the interests of authors' companies and governments.
In order to enhance its utility, this book is divided into two volumes, each of which
has a list of symbols, an index, and a separate glossary of terms. Reference lists for
each chapter contain the key available supporting documents

viii



IPreface
Volume 1 includes all the chapters that relate directly to the sources of flight

vehicle noise: Propeller and Propfan Noise; Rotor Noise; Turbomachinery Noise;
Jet Noise Classical Theory and Experiments; Noise From Turbulent Shear Flows;
Jet Noise Generated Large-Scale Coherent Motion; Airframe Noise; Propulsive
Lift Noise; Combusti. and Core Noise; and Sonic Boom. Volume II includes
those chapters that rei. te to flight vehicle noise control and/or operations: Human
Response to Aircraft Noise; Atmospheric Propagation; Theoretical Models for Duct
Acoustic Propagation and Radiation; Design and Performance of Duct Acoustic
Treatment; Jet Noise Suppression; Interior Noise; Flyover-Noise Measurement and
Prediction; and Quiet Aircraft Design and Operational Characteristics.
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p sound pressure
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radius; jet radius
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r rotor radial position

S wing area

S(u) Sears function

T temperature

t time; wing thickness

U flight velocity
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Introduction

Propellers are familiar devices. Indeed, these were the first means of powering
airplanes, preceding all other means of propulsion by about 40 years. Propellers were
used extensively through the 1940's. Although there have been many refinements to
propellers through the years, such as variable pitch and the application of composite
materials to reduce weight, the general appearance of the propeller has changed little.

A propeller can be generally described as an open (unshrouded), rotating, bladed
device. Although there are many differences in details among various designs
and applications, such as number of blades, blade shape, and airfoil section, the
noise-generating process is basically the same for all. The major propeller noise
components are thickness noise (due to the volume displacement of the blades),
steady-loading noise (due to the steady forces on the blades), unsteady-loading noise
(due to circumferentially nonuniform loading), quadrupole (nonlinear) noise, and
broadband noise. Althougl: the relative importance of these sources depends on
design and operating conditions, defining them will completely describe the acoustic
signature of a propeller.

One important consideration is the effect of installation on the noise produced
by a propeller. This effect is essentially the difference between the laboratory
environment and the real world. It is generally assumed that in a laboratory
environment conditions are ideal, that is, the propeller is operating in perfectly
uniform flow. For an operational propeller, this is never the case. Propellers are
always operating in a flow field that has some distortion. This can be from the wing
upwash, the pylon wake, the airplane angle of attack, or the inflow turbulence. Since
this distortion leads to additional noise, it is a factor which must be considered in
defining the total noise of an operational propeller.
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in this chapter the characteristics of propellers, their noise-generating mecha-
nisms, propeller noise theories and calculation procedures, sound propagation effects.
comparisons of predictions and measurements, and means for controlling propeller
noise are described.

Description of Propellers

General Characteristics

A propeller is an open rotor having fixed or adjustable-pitch blades. The blades
are designed to produce a region of low pressure on one side and high pressure
on the other. The resulting forces induce air from the front and push it back,
resulting in thrust. Because propellers impart a relatively small amount of velocity
to a large mass of air, their efficiencies are high. However, the efficiencies of
conventional propellers tend to fall off at high speed. This has led to a variation
of the propeller called the propfan. The propfan is also an open rotor, hut compared
with conventional propellers it has a smaller diameter for a given thrust and has
more blades, which are swept. To improve efficiency further, a second rotor can be
added behind a propeller, resulting in a counterrotating propeller.

A typical high-performance, modern propeller in widespread use on commuter
airplanes is shown in figure 1. These propellers have two to six relatively straight,
narrow blades. Although this type of propeller is well-suited for moderate flight
speed (below a Mach number of about 0 65), its performance decreases at higher
flight speeds. The primary limitation of this propeller is associated with high drag
at high speed due to blade thickness and large relative blade section speed.

The propfan, shown in figure 2, has been developed to extend the practical flight
envelope of the propeller. Compared with conventional propellers, the propfan has
more blades (from 6 to 12), uses thin airfoils and swept blades to provide good
aerodynamic performance at high speed, and operates at much higher power loading
to red-ce the diameter.

One factor leading to loss of efficiency in propellers is swirl in the wake resulting
from engine torque. Generation of swirl uses energy but does not contribute to
thrust. The amount of swirl is related to the power loading One concept to recover
the swirl losses is to add a second blade row behind the first This is shown in figure 3
for the propfan The second blade row rotates in the direction opposite to that of tile
first, thus cancelling its swirl This cancellation can result in performance increases
of 8 to 10 percent compared with that of single rotation propellers (ref 1)

Installation of Propellers and Propfans

In considering the noise of propellers and propfans, it is important to address
the installation of these devices, as this can have a significant effect on the noise-
generation process. In their simplest forms noise calculation procedures and analyses
assume uniform coiditions, that is, the loads on the blades are absolutely steady
In actuality, that is rarely the case Although laboratory tests can be conducted
sach that th. incoming flow is uniform and free of turbulele, the real environment
is never as ideal. The amount of distortion is generally related to two parameters
operating coiditions and installation.

2
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Figure 1. Hz9I-performance, low-speed Figure 2. Propfan propulsion
propeller for moderate-flight-speed corn- system for high subsonic
muter airplane propulsion. cruise speed applications.

Figure 3. Counterrotatzng-propfan propulsion system for high subsonic cruise
speed applications

3
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Operating conditions include static (zero flight speed) or forward flight. in flight,
the propeller can be at an angle of attack. Static conditions give rise to severe inflow
distortion and the resulting noise is vastly different than that from propellers in
flight. This difference is discussed in more detail in a subsequent section. Angle
of attack or skewed inflow causes uns'eady loading, with periodicities equal to one
cycle per rotation.

Regarding installations, the cleanest configuration is in front of a long, slender,
axisymmetric nacelle. The worst is probably behind a wing. Intermediate configu-
rations include wing-mounted tractors, aft-mounted tractors in front of a pylon, and
aft-mounted pushers behind a pylon. These installations result in varying degrees of
inflow distortion which typically results in added sources (unsteady loading noise)
and increases the noise produced by the propeller.

It is thus important to evaluate the propeller as an installed system rather than
as an isolated component when noise requirements are addressed. If a propeller is
designed to meet the noise goals, even with a comfortable margin of error, ignoring
installation effects can result in a substantial underprediction of the system noise,
with the strong possibility that the airplane will not meet the noise requirements.

Propeller Noise Characteristics

Propeller noise car be classified into three categories: harmonic noise, broadband
noise, and narrow-band random noise.

Harmonic noise is the periodic component, that is, its time signature can be
represented by a pulse which repeats at a constant rate. If an ideal propeller with B
blades is operating at constant rotational speed N, then the resulting noise appears
as a signal with fundamental frequency BN The blade-passage period is I/BN.
Typically the generated pulse is not a pure sinusoid, so that many harmonics exist
These occur at integer multiples of the fundamental frequency. The first harmonic
is the fundamental, the second harmonic occurs at twice the fundamental frequency.
and so on. Figure 4 illustrates the characteristics of harmonic noise in both the time
and frequency domains.

Broadband noise is random in nature and contaiis components at all freq-iencies
A typical broadband noise signal for propellers is shown in figure 5. The frequency
spectrum is continuous, although there may be a "shape" to it because not all
frequencies have the same amplitude.

Narrow-band random noise is almost periodic. However, examination of the
harmonies reveals that the energy is not concentrated at isolated frequencies, but
rather it is spread out. As illustrated in figure 6 the signal may appear periodic, but
certain components do not repeat exact!y with time. The frequency spectrum shows
discrete components, but these spread out, particularly at the higher frequencies

Propeller Noise-Generating Mechanisms

The mechanisms which lead to the generation of the spectral characteristics

discussed above are described in this section.

4
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Amp!ituc e

Fundanental frequency = BN

Spectrum Iccel

BN 2BN 3BN 4BN
Frequeincy

Fzgure 4. Characteristics of propeller rotational noise.

Steady Sources

Steady sources are those which would appear constant in time to an observer
on the rotating blade. They produce periodic noise because of their rotation Noise
sources are usually divided into three categories linear thickness, linear loading, and
(nonlinear) quadrupole

Thickness noise arises from the transverse periodic displacement of the air by
the volume of a passing blade element. Tie amplitude of this noise component is
proportional to tle blade volume, with frequency characteristics dependent on the
shape of the blade cross section (airfoil shape) and rotational speed. Thickness noise
can be represented by a monopole source distribution and becomes important at
high speeds Thin blade sections and planforin sweep are used to control this noise.
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Amplitude

Tune

Spectrum
level

Frequency

Figure 5. Characteristics of propeller broadband noise.

Loading noise is a combination of thrust and torque (or lift and drag) components
which result from the pressure field that surrounds each blade as a consequence of
its motion. This pressure disturbance moving in the medtum propagates as noise.
Loading is an important mechanism at low to moderate speeds.

For moderate blade section speed, the thickness and loading sources are linear and
act on the blade surfaces. When flow over the blade sections is transomc, nonlinear
effects can become significant. In aeroacoustic theory these can be modeled with
quadrupole sources distributed in the volume surrounding the blades.

In principle, the quadrupole could be used to account for all the viscous and
propagation effects not covered by the thickness and loading sources. However, the
only practical application of this term to propeller acoustics has been its evaluation
in the nonviscous flow close to the blade surface. At transonic blade section speeds
the quadrupole enhances the linear thickness and loading sources and causes a noise
increase for unswept, high-tip-speed propellers and helicopter rotors.

6
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Amplitude

Time

Spectrum
level

I I I I

BN 2BN 3BN 4BN

Frequency

Figure 6. Characteristics of propeller narrow-band random noise.

Unsteady Sources

Unsteady sources are time dependent in the rotating-blade frame of reference.
They include periodic and random variation of loading on the blades.

A typical example of periodic blade loading in propellers is the effect of shaft
angle of attack. When the propeller axis is tilted relative to the inflow, each blade
sees a cyclic change in local angle of attack. As a consequence, the loading oil the
blade varies during a revolution. The loading change may be once per revolution or
several times per revolution, depending on the source of inflow distortion All inflow
distortion which is invariant with time results in blade-loading changes which repeat

7
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exactly for every propeller revolution. The resulting periodic unsteady-loading noise
occurs at harmonics of blade-passage frequency.

Depending on the circumferential location of the loading disturbance relative to
the observer, unsteady-loading noise can add or subtract from the steady-loading
noise. The noise directivity is no longer axisymmetric and a third coordinate
is needed to define it. The circumferential directivity exhibits lobes-peaks and
valleys-with the number of lobes dependent on the order of the distortion and
unrelated to the number of blades. For example, a propeller behind a wing might
show two circumferential directivity lobes regardless of the number of blades on the
propeller.

Unsteady loading is an important source in the counterrotating propeller. Al-
though the counterrotating propeller does not contain any additional or unique
sources of noise, the aerodynamic interference between the two rotors gives rise to
significant levels of unsteady-loading noise which are particularly significant at low
flight speeds, such as during takeoff and landing. Each front rotor blade leaves a
wake which convects into the rear rotor. (This wake can be complex, consisting of
downwash due to the lift on the blades velocity deficits due to the drag of the blade
sections, and tip vortices.) This convection results in a sequence of lift pulses on the
rear rotor blades. Another mechanism is the potential field (due to blade loading) of
the rear rotor creating a disturbance which is felt by the aft part of the front rotor
blades. The magnitude of this source depends on the level of loading on the rear
rotor and the spacing between the two rotors.

Because the wakes are periodic, the generated noise is also periodic. If the two
rotors have the same number of blades and are operating at the same rotational
speed, then the components of the steady sources and the unsteady sources are at
the same frequencies and the noise spectra contain only harmonics of blade-passage
frequency. However, if the number of blades of the front rotor is different from that
of the rear rotor or the two rotors operate at different rotational rates, then the
individual interaction components (modes) are distinct in the noise spectra.

Figure 7 shows the importance of the aerodynamic interaction in a counter-
rotating propeller (ref. 2). Figure 7(a) shows the spectra of single-rotating-propeller
(SRP) noise at a forward directivity, near the plane of rotation, and at an aft
directivity. It is readily apparent that there are no significant higher frequency
harmonics. For comparison, noise spectra for a counterrotating propeller (CRP)
are shown in figure 7(b). It is apparent that the counterrotating propeller has
significantly higher levels of higher frequency harmonics. Figure 7(c) shows a direct
comparison between the noise from the two types of propellers. In this comparison
the two propellers were operating at equal tip speeds and power per rotor. Three
decibels were added to the SRP noise levels to simulate the total power of the
counterrotatiog propeller. If the two rotors of the counterrotating propeller were
uncoupled, then the two spectra would be identical. In fact, the levels at the
blade-passage frequency are very close. At the higher harmonics, the counter-
rotating propeller shows significantly higher levels. This is a direct indication of
the aerodynamic interaction effects on noise in counterrotating propellers.

Aerodynamic interaction is a significant source of noise for low-speed opera-
tion. At higher flight speeds, such as during cruise, the aerodynamic interaction
becomes less important because the steady sources (thickness, steady loading, and
quadrupole) become dominant.
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(a) Single-rotating-propeller noise spectra.
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(b) Counter-rotating-propeller noise spectra.

Figure 7. Aerodynamic interaction noise in counterrotating propeller. (From
i ef. 2.)t
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(c) Aerodynamic interaction noise.

Figure 7. Concluded.

Under certain conditions blade loading which is nearly periodic can occur. An
example of this is the ingestion of a vortex, which could be induced by the propeller
and attached to the fuselage or to the ground ahead of the propeller. In this example,
a local distortion is induced by and drawn into the propeller. The blades chop
through the distortion and a blade-loading pulse is produced. Because the distortion
can persist for several propeller revolutions, the unsteady-loading noise can appear
at blade-passage frequency harmonics. However, as conditions change, the location
of the distortion changes and the amplitude and phase of the unsteady-loading noise
change. These changes broaden the noise spectrum, as previously described for
narrow-band randbm noise.

Random Sources

Random sources give rise to broadband noise. For propellers there are two sources
which may be important, depending on the propeller design and operating conditions.

The first broadband noise source is the interaction of inflow turbulence with
the blade leading edges. Because the inflow is turbulent, the resulting noise is
random. The importance of this noise source depends on the magnitude of the
inflow turbulence, but it can be quite significant under conditions of high turbulence
at low speeds.

In the second broadband mechanism, noise is generated near the blade trailing
edge. A typical propeller develops a turbulent boundary layer over the blade surfaces,
which can result in fluctuating blade loading at the trailing edge. The noise is
characterized by the boundary-layer properties. A related mechanism occurs at the
blade tips, where turbulence in the core of the tip vortex interacts with the trailing
edge.

10
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It has been determined for full-scale propellers in flight that the broadband noise
sources are relatively unimportant and do not contribute significantly to the tot %I
noise (ref. 3).

Prediction Methods for Propeller
Harmonic Noise

Any of the propeller noise methods currently in use can be derived from the
Ffowes Williams and Hawkings- equation (ref. 4). This fundamental equation of
sound generation is attractive because it is a rigorous combination of the equations
of momentum, continuity, and state into a wave equation that can be solved to
varying degrees of precision by a variety of analytical methods. A scholarly survey
of these methods was presented by Farassat in 1981 (ref. 5) and is recommended for
readers interested in the mathematical connections between these methods and the
Ffowes Williams-Hawkings equation.

In the following sections, the noise radiation equations which are discussed
were chosen to illustrate the variety of methods available, and comments on their
advantages and disadvantages are included. In the case of the time-domain equations,
computer programs based on the theory of Farassat are available to U.S. companies
from NASA Langley Research Center. The frequency-domain equations are simple
enough so that they can be coded on personal computers. Furthermore, their
analytical form gives a direct indication of the influences of propeller design features
on noise characteristics.

Linear Theories

As given by Farassat (ref. 5), the linear form of the Ffowcs Williams and Hawkings
equation is

v2 1 02p I OpVnjVfj6(f)] ~ ~~~l() 1

where the left side is the well-known linear wave operator acting on the acoustic
pressure p. The right side contains the source terms resulting from the motion of
surfaces in the fluid: p is the ambient density, c is the ambient speed of sound, v.
is the local velocity of the surface hormal to itself, 6(f) is the Dirac delta function,
x% is the observer position, and 1, is the ith component of the iurface force. The first
source term represents the effect of the blades parting the air and produces what
is known as "thicknes noise." The second term represents the action of the blade
forces on the air and produces "loading noise."

In equation (1), the presence of the surfaces is accounted for by the factors
containing f, where f = 0 is the equation of the blade surface. Unless very high
frequencies are considered (wavelengths of the order of blade thickness), details of the
airfoil section can be ignored. The source term is thus simplified, so that equation (1)
becomes

v2p I 02pT2 5 T (2)

where now the thickness source can be thought of as being represented by a volume
distribution of sources (and sinks) of strength q. The loading source is represented by

11
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a volume distribution of doublets associated with Y, the fore imposed by the Moades

on the -air. Equation (2),is the lineasu equation with source as derii'd, for j
example, in chapter 7 of reference 6 and in chapter I of reference 7. This sawrc and
doublet concept is equivalent to the common representatioa of wing aerodynamics in

textbooks. For example, the skech in figure 8, adapted from rFerene, wvas used
to treat the thickness and loding effcts of wings The dominant; sources are exactly 1
the same for wing and propeller aerodynamis. Howsever, in the case of propeflkmu
the sources make nois because of unsteadin associated with rotation and writh

time.-dependent blade loading.

Blade orj
win at AR*i Tbcns Camber +mtaI

ofauadc efettti

representat;on IN- 7 -\Z~ _G

Sources sinks ortices I.
Figure 8. Decomposition of toig or blad section aerodynamics into

thikness effect and camber and incidence effects. (Based on ref 8.)

Time-domain methods-are used to solve equations (1) or (2) directly in terms
of the space-time variables. These methods are appealing because they can treat
blade geometry with any desired level of precision., The result is the prediction of
the acoustic pressure waveform p(t). If noise harmonics are needed, p(t) is Fourier
transformed numerically.

FRequency-domain mnethods eliminate time from the wave equation by means of I
Fourier transformation. Some precision in the representation of blade geometry
is usually lost through the transformnatio 'n, but this loss is generally acceptable

for harmonics to a fairly high order. The transformation also gives rise to Bessel
functions which are indicators of radiation efficiency. Harmonics are computed one I
at a time and waveforms are generated by summing a Fourier series.

Time-Domain Methods

The most prolific proponent of time-domain methods for propellers and rotors I
has been Farassat. Papers listed in the References section can be used to trace the

12
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derdot;-uof is formulations 1, IA, 2, and I. The preferred fornulations are
coded in the Aircraft Noise Prediction Program (ANOPP, ref 9) and the Dum-
Farassat-Padula Advanced Turboprop Prediction (DFP-ATP, reL 10) program and
re described brily beow.

Formulation IA, used in both ANOPP and DFP-ATP forsubsonic source regions,
gives the acoustic premure p(t) as foilowu

I " dS+ UF MZ dS
T, f ffj. W (3)

+ [ Ld, +W, + - 12 ] dS+ /" [sr ,(.i,+i,-es2]

The dots on At, (defined as %/c) and denote deriatives iwith respect to source
time, and vi is the local -eocity of the blade surface with respect to the quiescent

tfluid. Ie first three integrals give the loading noise, with the blade load vector 4-
as the source. The last integral gives the thickness noise, with the s'arface-normal

Jvelocity v. as the source. Also, r is the distance from a source point to the observer
and Mr is the Mach number of the source toward the observer. Formulation 3
(not shown herein) is recommended by Farassat for supersonic blade sections and
is coded in DFP-ATP (ref. 10). It too contains integrals in the form fJ$o [Iret dS.

The significance of this notation is that the contents of the brackets arc evaluated
on the surface f = 0 at ihe retarded (or emission) time and integrated over the
blade surface elements dS. Thus, to compute the acoustic pressure at time t, it must
be determined where every element of the surface was when it emitted the wavelet
that arrives at the observer point at t. This is possible because the geometry and
motion of the blades are known and it is assumed that the wavelets travel at the
ambient speed of sound. When a surface is constructed by connecting all the blade
edges at their retarded times, the result is distorted from the physical planform -. # aV shape called the "acoustic planform." The process is illustrated by simple example
in figure 9 (fiom a paper by Hanson, ref. 11), which also provides the key to the
acoustic planforms shown in figure 10. The blade labeled "visual planform" has a
rectangular shape and rotates in a plane with zero forward flight speed. At a tip
Mach number Mf of 1.1, a sharp thickness noise puLe like the one at the right results
'in accordance with formulation 3 for an observer at a distance of 5 rotor diameters.
The acoustic planforn shown on the source disk is for the current time indicated by
the dot on the waveform. Figure 10 shows the evolution of the acoustic planform
with time, For this supersonic example, the planform break into two portions
because, for some blade elements, there is more than one point on the azimuth
where waves are emitted that arrive at time t. For s-ibsonic tip speeds, the acoustic
planform is in one continuous piece and is straightforward to calculate. However,
the problem at supersonic spe&ds~is surprisingly difficult and leads to significant
numerical problems because the acoustic planform must be evaluated with great
precision for good results.

As mentioned above, computer programs embodying Farassat's formulas are
available outside NASA on a limited basis for personal and mainframe computers.
For users with no desire to do their own coding, this offers a means to acquire
noise prediction capability quickly. Because of the numerical difficulties associated
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Figure 9. Key to acoustic planform plots. (From ref. 11.)

O + iTime O+

Figure 10. Evolution of acoustic planform with time at Mt 1.1. (From ref. 11,)

14



Propeler and Propfan Noise

with the acoustic planform determination and numerical differentiation, coding of
equation (3) should not be attempted without careful study of references 5, 9, 12,
13, and 14.

Frequency-Domain Methods

A transformation to the frequency domain eliminates the need for computing
retarded blade locations and numerical derivatives. By representing blades as
helicoidal surfaces, far-field noise formulas that are easily coded on a personal
computer can be derived. Effective radius versions can even be computed by hand
with the help of a Bessel function table. Furthermore, these formulas give direct
insight to the influence of blade geometry and operating conditions on the sound
harmonics.

The first successful propeller noise theory by Gutin (ref. 15) was in harmonic
form. This theory was extended by various investigators; one of these was Hanson,
whose versions included effects of thickness, forward flight, and blade sweep (refs. 16
to 18). Hanson's formulas are described below in enough detail for programming. To
arrive at his simple results, the approximation is made that the thickness and loading
sources act on the advance helix, that is, on the surface swept out by a radial line
that rotates at angular speed 12 and translates at the flight speed V. Of course, the
aerodynamic loading comes from the fact that blades are at an angle of attack relative
to the helical surface. However, once the loading is determined from an aerodynamic
analysis, the thickness and loading sources are transferred to the advance helix for
the radiation calculation This transfer corresponds to linearization of the boundary
condition to the free-stream direction in wing theory. With this simplification, the
sources can be modeled with the terms on the right in equation (2), and the far-field
pressure can be found from the free-space Green's function in the following form
(refs. 16 and 17):

p(t)= PmBexp(-imBQt) (4)
m=-0o

or

p(t) = 2Re &B exp(-ZmBft) (5)

where 2 PmB is the Fourier transform of the pressure at the mil harmonic of blade-
passage frequency for a propeller with B blades. The term PmB is written as the
sum of effects due to thickness (or volume) displacement Pvm, drag PDm, and lift
PLm so that

PmB = PVm + PD. + PLm (6)

Before a noise calculation can be made, the blade geometry and loading must be
specified. A blade planform is specified with the parameters and nomenclature in
figure 11 in terms of the chord and sweep as functions of radius ratio z = rirt, where
rt is the tip radius. Chord b is given by BD, the ratio of chord to diameter D, and
sweep by MCA/D, the ratio of mid-chord alignment to diameter. Airfoil section
thickness distribution is specified by the thickness-to-cliord ratio at each radius tb,
and a typical thickness distribution function H(x) is shown in figure 12.
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Figure 11. Blade planform defining chord b and mid-chord alignment (sweep).
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Figure 12. Shape functions for chordunse distributions of thickness and loading.
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Thickness distribution function H(x) is defined to be unity at the maximum
thickness point. Similarly, the lift and drag distributions are given in terms of
the section lift and drag coefficients CL and CD and the chordwise lift and drag
distribution functions fL(x) and fD(x) normalized for unit area, as shown in
figure 12. The terms CL and CD are defined such that the forces per unit spanwise
distance are recovered when multiplied by (1/2)poc2_AI, where Po and co are the
ambient density and speed of sound and Ar, defined by

Af2= M + z 2 AI (7)

is the section relative Mach number, with Mz and Mt defined as the flight and tip
rotational Mach numbers, respectively.

With these definitions, the noise harmonics are given by (ref. 16)

PV. pocBsinOexp[mB(Q -)]

PD. - 87r(y/D)(l - A4 cosO)

PLm
(8)l f k2tbq'V(k.)

I iky(CL/2)Tdk,)

where J B( ) is a Bessel function, 4FV, 'D, and 4FL are source transforms, and kX
and ky are wave numbers given by

2mBBDtM (9)
A=Mr(1 -MAx CosO)

2mBBD (AI,-AMcosO
.Y ZMr ( 1-McosO 

)

and ,s is a phase lag due to sweep:

2mnBMt MCA
= Mr(1 - AMx cosO) D

Displacement normal to the planform (face alignment) also produces a phase shift
(ref. 16), but that is usually weak and is not included here The propeller (or
aircraft) position is given in terms of its altitude or sideline distance y, and the
retarded radiation angle 0 is as sketched in the insert of figure 13 (from ref. 19). In
evaluating equation (8) it may be convenient to use the fact that poc' = 7Po, where
Po is the ambient pressure and the specific-heat ratio 7 = 1.4 for air.

Tile retarded radiation angle 0 and current (or visual) angle 0! are related by

cos 0 = cos 01 1 - M2 sin2 01 + M sin 2 0 (12)
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Figure 13. Relationship between retarded and visual angles. (From ref. 19.)

as plotted in figure 13. Finally, the chordwise thickness and loading distributions are
given in terms of their Fourier transforms:

I V (k) = H(x) I exp(zkxx) dx (13)

The above equations apply strictly only in the far field. However, they are
reasonably accurate to within about a diameter of the propeller, particularly for the
upper harmonies. Near-field versions of these equations are available (ref. 18). In the
paragraphs below, some general properties of the radiation equations are discussed,
the influence of blade geometry is explained, and some suggestions for programming
are given.

In equation (8), the integrand can be considered to be the product of source terms
(in the braces) times a radiation efficiency factor JmB. Bessel functions of argument
x and order mB 5 0 have the behavior shown in figure 14. They peak for arguments
about equal to order, diminish toward zero for znaller arguments, and oscillate
for large arguments. In equation (8), the argument mBzMt sinO/(1 - MAxcosO)
evaluated for radiation in the plane of rotation is mBzMt. From this, it can be seen
that radiation efficiency at 0 = 900 is governed by zMt, the blade section rotational
Mach number. The factor sin 0 causes the noise to diminish rapidly toward the
front and rear axes of the propeller and the Doppler factor, 1 - Mx cos 0, shifts the
directivity pattern forward.

In the source terms, it is easy to see that the thickness, drag, and lift noise com-
ponents are proportional to the thickness ratio, drag coefficient, and lift coefficient,
respectively. The 'P terms represent the effect of chordwise noncompactness, that is,
interference at the observer location of signals emitted from various source locations
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Figure 14. General behawnor of Bessel function nuth order not equal to zero

along the chord. The argument kx can be considered the noncompactness parameter.
Figures 15 and 16 show examples of 'P for thickness and lift sources.

For low frequency (k, -* 0), the effect of chordwise interference vanishes. As kx
increases because of increasing chord, harmonic order, or Doppler effects, significant
interference occurs. For chordwise distributions, figure 15 shows that there is
not much potential for reduction of thickness noise by modifying airfoil thickness
distribution. However, the curves in figure 16 show that the quietest chordwise
loading distributions are uniform and that peaky distributions increase the higher
harmonies.

The exponential factor exp(ios) in equations (8) and (11) indicates that sweeping
a blade section back along the advance helix causes the noise contribution from that
radius to lag by 0,. Sweep can cause significant noise reduction via the mechanism
sketched in figure 17 for noise radiated at angle 0. Since only one harmonic at a
time is considered, the noise from each blade element is described completely by its
amplitude A, and its phase 0, in the complex notation A, exp[i(o, - mBllt)]. The
total noise is the sum of contributions from all blade elements,

N

ARexp(20R) = Aexp(i¢b) (14)

where the common factor exp(-mBf~t) has been cancelled from both sides. This
complex addition is easily visualized as the head-to-tail vector addition, also shown
in figure 17. Because the blade sections are swept back, the phase angles of their
signals lag and the vector addition plot tends to dcose on itself, representing the
phase interference effect. The amount of noise reduction obtained with blade sweep
depends on observer location and propeller operating condition. However, analytical
studies (ref. 17) and test data show that peak sideline noise can be reduced by about
8 dB with blade sweep for the propfan in figure 2 at a cruise Mach number of 0.8.
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transforms to I (k .= ) (1a)
n(kz 0) (18b)

These transforms should be accurate enough for most work at low harmonic order.
The need for more accurate source functions can be judged from figures 15 and 16.

In the integration of equation (8), the radial step size must be chosen with some
care, particularly for swept blades, since phase variations along the span increase
with sweep and harmonic order. A simple expedient is to try a step size and see if
the integral is adequately resolved.

Note also that the lift and drag forces defined here are the section loading
components acting parallel and perpendicular to the local section advance direction
as sketched to the left in figure 18. If a lifting-line theory is used to obtain the
aerodynamic loading as input to the noise equations, the reference direction for CL
and CD will probably be shifted from the advance direction by the induced angle,
as shown to the right in figure 18. Correction for this shift should be made before
equation (8) is used.

Advance
direction

Induced

L1 flow

ZAft Z2 ft

Fgure 18. Reference axes for lift and drag definition.

Blade forces can also be specified in terms of thrust and torque rather than lift
and drag. If it is assumed that the chordwise noncompactness factor for drag TD
is the same as that for lift TL, then the two loading terms can be combined as
(1loi)m = PL. + PDm in terms of the radial gradients of thrust and torque, dT/dz
and dQ/dz:

(&ud).= PL. +PD.

imBAtsin cosO dT 1 dQl 41,LJmB ep( iOs) d,
47yt(- ubooj" iiAcw z 72Af, (19)

The arguments of T'L and drB are unchanged.
Furthermore, if there is no sweep and if 'PL is taken as real, as in the case

of symmetrical loading functions fL and fD, then an effective radius version of
equation (19) is obtained by setting dT = T and dQ =Q:

mBMt sinO ( cosO - 'I- Q)-'7,2 120
(Pt( -m.os I 1-. oT - Mt_ Q I '1 LJmB (20)

22ryrt(1-MlCos O 1-M-coO l
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where we have dropped the i and multiplied by 2 so that equation (20) represents
the ordinary Fourier coefficient (one-sided), as denoted by the prime on P. In terms
of shaft power W = QQ, the term in the parentheses which contains Q becomes
W/(z2ffMt2co), where Zeff is the effective radms, which experience shows can be taken
as 0.8.

To calculate SPL, equation (20) is divided by x/2 to obtain rms pressure and by
the acoustic pressure reference, 4.1784 x 10- 7 lb/ft2 (20 uPa):

SPL=52logjO 38 673mBMt sinO ( cos 0 50 W- 5
SyD( -MZ cos ) 1 - McosO

T  2 4LJmB| (21)

where it is now understood that the thrust is T pounds, the power is W horsepower,
the sideline distance is y feet, the diameter is D feet, and the speed of sound is
c, ft/sec. The Bessel function is

JmB = mB m, f_ M i (22)

and the noncompactness factor for rectangular loading is

sin X
(23)

where

mBMtBD (24)
Mr(1 - MXcos0)

and 0 is the retarded radiation angle.

Unsteady sources

When the flow into a propeller is nonuniform, blade loading is unsteady and a
significant increase in noise is likely to occur. Because of radiation efficiency effects
described below, a small amount of unsteady loading can be the dominant noise
source, particularly for low-tip-speed propellers. These effects were first recognized
by Lowson (ref. 20), Wright (ref. 21), and Morse and Ingard (ref. 6), and these
authors give extensive analyses, particularly for helicopter rotors and single rotating
propellers at zero forward flight speed.

Noise caused by unsteady loading can be computed with either time-domain
or frequency-domain methods, and both have their merits. Farassat's formula
(eq. (3)) applies without modification for unsteady loading. To use it, the loading
history or waveform lr and its distribution over the blade must be determined or
approximated. The proper values for 1, are then applied at the appropriate retarded
blade locations. This procedure is reasonably straightforward and Farassat's program
accep's unsteady-loading input. However, there are some subtleties regarding
required quality of the unsteady-loading input data that must be mentioned. Because
the motion of the blades shifts the source frequencies, the blade-loading waveform
must be specified with adequate precision to frequencies significantly higher than
the sound frequency of interest. Since the blade unsteady loading is seldom known
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accurately, guidance is needed for choosing the time and space resolution of the
surface pressure input. The frequency-domain formulas discussed below may be
used to provide such needed guidance.

FRequency-domain formulas for unsteady-loading noise appear to be more cum-
bersome than their steady-loading counterparts. However, they may be more con-
venient than time-domain formulas for users who are basically interested in noise
harmonics rather than waveforms or who can approximate blade-loading harmon-
ics without the direct time information. Furthermore, the harmonic formulas can
provide valuable diagnostic information because of the frequency discrimination of
spectrum analyzers. Hanson has derived radiation formulas (ref. 22) for the general
case of harmonic blade loading at any frequency, whether or not it is related to the
propeller rotation speed, Two special cases are presented below.

For unsteady loading, the lift coefficient can be expanded in harmonic form as
follows:

o
CL= CLkexp(-iwkt) (25)

k=-oo

A similar expression can be derived for CD. Equation (25) gives the lift history
experienced by a blade on the radiating rotor in terms of the lift harmonics CLk,
where k = 1 corresponds to the fundamental frequency and k = 0 is the steady, or
mean, loading designated simply CL previously. For the general case of radiation
from a rotor with angular speed 12 interfering with the flow field of another rotor
with B1 blades and rotating at (1k, the load frequencies on the radiating rotor are
wk = kBI(01 + 022). One special case is for counterrotating propellers with equal
speeds (Q1 

= Q2 = n) and equal numbers of blades (B1 = B2 = B). For this
condition wk = 2kBfQ, where the factor 2 arises because of the relative speed of the
rotors. The other special case is for interference with a nonrotating distortion field,
where effectively Q1 = 0 and B= 1 so that wk = k.

The far-field acoustic pressure (ref. 22) is

n= (m- 2k)B (27)

the wave numbers are

k M=-W tTM-0 oO2IB (26)

k 2B hf [ m2k

__ Cos BD (28)

-2B [m(M,2 cosO - M5 ) BD

ky 2 4 [ + 2kAx (29)
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and the phase lag due to blade sweep is

2BMt[ m 2k] MCACs ~ ~ 2k];' 1 o0 -D- (30)
Mr L1-Mxcosd D

For interference with fixed distortion, the mode order is

n = mB - k (31)

the wave numbers are

= -Mr [l_-coso kl (32)

-2 [mB(Mr2cosO- M,) ]
= t 1 +kMx BD (33)

and the phase lag due to sweep is

2Mrt mB MCA
_r I _ _'cs - k - (34)Ms-r k1-Mzcos6 k D

In equation (26), the first exponential gives information on the general nature
of the sound field. The frequencies that appear are given by mBft, which indicates
sound at blade-passage frequency and its multiples, just as with the steady-loading
formulas discussed previously. The factor (r/C%) - t indicates waves propagating
radially from the source location at the ambient speed of sound co. The double
summation shows that each loading harmonic k radiates at all the sound harmonics
oB. Variation of the sound pattern in the circumferential direction is given by nh,
where n is the circumferential mode order. These modes, each with n lobes, spin

about the propeller axis with angular speed mB/n times the propeller shaft speed

Q1. This spinning mode characteristic also occurs for compressors and turbofans, as
discussed in the chapter on turbomachinery noise.

As with thickness and steady-loading noise, the radiation efficiency is governed
by the ratio of argument to order in the Bessel function:

1 (mBzMtsinO) (35)
=n \1 -MxcosO]

The term is similar to the cutoff ratio in turbofans. For < 1, radiation is
inefficient; for > 1, radiation tends to be efficient because of the Bessel function
properties shown in figure 14. Since z sin 0/(1 - M. cos 0) is of order 1, it is useful
to consider the quantity

M, = (nB/n)Mt (36)

This is the spinning-mode tip Mach number. Any mode with M8 << 1 can be
neglected in the calculation. Thus, although the summation on k in equation (26)
runs formally from -oo to oo, only a few modes for the largest 1Ms1 need be
considered. At the lower sound harmonics sometimes only one mode is required.
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As an example of the above mode criterion, consider the m =3 harmonic of a
counterrotating propeller at MI = 0.7

(m-2k)B m 2k

The combinations of interest for m = 3 are

k m/(m - 2k) P IMPI
-1 0.6 0.42

0 1.0 .70
1 3.0 2.10
2 -3.0 2.10
3 -1.0 .70
4 -. 6 .42

Thus, only the k = I and 2 loading harmonics radiate efficiently at 3BPF. The
values k = I and 2 correspond to blade loading at 2BPF and 4BPF. Through use
of the above formulas, it is easy to show that for increasing sound harmonics, more
and more loading harmonics radiate efficiently. Noise from low-tip-speed propellers
with any source of nonuniform inflov is inevitably dominated by unsteady-loading
sources at the upper harmonics because of their greater radiation efficiency.

Some insight can now be gained for the direct use of time-domain formulas
for calculation of noise from unsteady loading. In equation (3), the unsteady
blade loading is input numerically in discrete time steps. The size of these steps
must be small enough to ensure a full and smooth representation of the loading
component; otherwise, the loading signal will appear to have a higher frequency
that will be strongly emphasized because of the radiation efficiency discussed above.
This sensitivity is aggravated by the derivatives denoted by the dots on 1i and Mi
in equation (3). The derivations must be performed numerically, a process always
sensitive to smoothness of the quantity being differentiated. These problems are all
manageable in principle. However, the reader is cautioned agaifnst casual application
of equation (3) to the unsteady-loading problem without a thorough understanding
of the numerical subtleties.

Nonlinear Effects

Blade sections of propfans and of many other high-speed propellers operate at
transonic velocities. In the aerodynamics of wings and bodies, this is a regime
frequently dominated by nonlinear effects. The corresponding propeller issues are
discussed below under the categories of nonlinear source effects from the acoustic
analogy quadrupole and full aerodynamic solutions by applying finite element
methods.

At high speeds, nonlinearity may occur at the source (i.e., at the blade section)
because of transonic effects. One way of dealing with this is via the quadrupole source
term in the acoustic analogy. (See chapters on jet noise for definition.) The first
valid analysis of the importance of the quadrupole source for high-speed rotors was
made based on a two-dimensional aerodynamic calculation (ref. 23). The quadrupole
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contribution was compared with the linear thickncss source for a propfan airfoil
sedion; the results are shown in figure 19. These results show that quadrupole, or
nonlinear, source effects are important sources of additional noise in the blade section
speed range between critical Mach number (when flow over the airfoil exceeds the
speed of sound) and a Mach number of 1. Quadrupole strength can be reduced
to belo- that of linear thickness and loading sources by blade sweep so the airfoil
sections operate effectively below their critical Match numbers. To shed more light
on the role of the quadrupole term in flow with solid surfaccs, Blackburn examined
the field of a two-dimensional wedge in fully supersonic flow (ref. 24). He was able to
compute the acoustic analogy source terms exactly and found that the quadrupole
was not a significant source of extra noise in this flow regime. This finding agrees
with figure 19, since the Mach number in Blackburn's analysis is well to the right
of the peak. However, Blackburn did find that the quadrupole term repositioned
wave fronts along the shocks, rather than on the Mach surfaces as in linear theory.
Quadrupole sources have been treated more extensively in the helicopter literature
(see the chapter on helicopter rotor noise) because supereritical blade section speeds
are common. However, for propellers and propfans, nonlinear effects are minimized
by blade designs with sweep and thin airfoil sections.

6
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Figure 19. Increase of blade thickness sound pressure level caused by
including quadrupole noise. (From ref. 23.)

Another approach to nonlinear effects is as a by-product of an aerodynamics
calculation. There is considerable work on the transonic regime in progress to
develop numerical methods for aerodynamic design and analysis from full-potential,
Euler, and Navier-Stokes equations. For the steady-loading problem, it is tempting
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to believe that since these methods compute all the flow-field variables in a finite
domain surrounding the propeller, the noise signal is available simply by sampling
the pressure field at the appropriate locations. This, in principle, is true. However,
the currently existing aerodynamic analysis methods are designed to give the best
accuracy on the surfaces of the blades. For field points at a distance from the blades,
predictions are degraded because the mesh sizes used in the calculation increase,
numerical damping smooths the waves, and the boundary conditions at the outer
edges of the computational domain are treated approximately. These problems all
appear to be manageable for the steady-loading aerodynamics problem, but so far
they have not been addressed for acoustic calculations. However, recent advances in
computational fluid dynamics are now making this approach look more practical.

Prediction Methods for Propeller
Broadband Noise

The fundamental laws of acoustics (see Curie, ref. 25, for example) state that the
noise from a surface is produced by forces (dipoles) and sources (monopoles) induced
on the surface to satisfy the condition of no flow through the surface. If these terms
are harmonic, the noise produced is harmonic. However, if dipoles with a random
time behavior are present on the surface, broadband noise is produced. (Usually
there are no monopoles with a random time behavior, since this would require the
surface to have a significant component of random fluctuation in position.) Random
forces can be induced by several mechanisms. If significant turbulence is present in
the mean stream, random forces are induced on the blades, leading to broadband
noise. In the low-frequency (compact) case the entire blade is involved in the sound
generation process. At higher frequencies (acoustic wavelength smaller than the
chord), the noise generation becomes concentrated around the leading edge of the
blade.

In the absence of inflow turbulence, any random surface forces must be self-
induced. A turbulent flow moving over a plate induces unsteady surface pressures.
For a uniform mean flow this turbulence can be produced in the turbulent boundary
layer. If the turbulence is not in the vicinity of an edge it produces quadrupole
sound, which is generally a weak generation mechanism compared with dipole sound.
However, as the turbulence approaches and passes the trailing edge, the boundary
conditions imposed on an eddy change: whereas the airfoil surface can support a
force, the wake cannot. The result is a change in the airfoil loading as each eddy
passes the edge, and sound is produced.

Two approaches to the calculation of trailpig-edge noise have been developed.
Since Curie has shown that the pressure field produced by the turbulence can be
represented by volume quadrupole sources together with the surface monopoles and
dipoles to satisfy the boundary condition on the surface, the first approach is to solve
the problem of a quadrupole in the vicinity of a half-plane. Since the surface dipoles
induced by the quadrupoles are the main sound-producing sources, this method caii
be described as a calculation of the surface forces produced by the quadrupoles,
followed by the calculation of the noise. An analysis following this approach was
carried out by Ffowcs Williams and Hall (ref. 26) This approach is satisfactory if
the quadrupole strengths are known. However, this method presents the same kind of
problems encountered in the prediction of jet noise from quadrupole distributions, in
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general the distribution is not known with sufficient accuracy. Furthermore, there is
the possibility that other nonlinear effects, such as wave steepening (also represented
by quadrupoles), are included with the sound-producing quadrupoles.

These problems led to the formulation of a second approach, which has been more
extensively compared with experiment. In contrast to the above method, this new
method assumes that the surface pressure produced by the convective turbulence is
known. This surface pressure field is assumed to be frozen and convecting with a
velocity Uc (or Mach number Me) which may be a function of frequency At the
trailing edge, there is a change in the boundary condition; in particular, the surface
pressure due to the turbulence, which is supported by the airfoil upstream of the
trailing edge, is not supported by the downstream wake. This produces a fluctuating
dipole force on the surface and radiates sound. Chase (ref. 27) was one of the first to
employ this method for noise prediction. He assumed zero Mach number, and thus
no Kutta condition is applied at the edge. A more general formulation, including
a mean-flow Mach number M and the application of the Kutta condition at the
trailing edge, was introduced by Amiet (ref. 28). This model is especially attractive
because of its symmetrical relation with leading-edge noise. For leading-edge noise,
one specifies the velocity of the incident turbulence field together with a no-flow
condition through the airfoil surface; this leads to zero potential on the axis ahead of
the airfoil and at the leading edge. For trailing-edge noise one specifies the incident
surface pressure on upper and lower surfaces; the pressure difference is zero on the
axis downstream of the trailing edge and at the trailing edge because of the Kutta
condition. However, just as for the first method, this approach does not result in
a compact dipole type directivity pattern. Because the fluctuating forces occur at
the airfoil edge, one cannot simply replace them by the field of a compact dipole in
an infinite fluid. Rather, one must include the baffling effect of the airfoil edge, the
result being a modified directivity.

This model avoids the necessity of specifying the volume distribution of
quadrupoles, since their effect is already included in the convecting surface pres-
sure. Although the specification of the surface pressure is probably simpler than
the specification of the volume quadrupoles, it is by no means a simple task. Amiet
used surface pressure data for a flat-plate boundary layer in his calculations (ref. 28)
partly because this is a simple and "classic" case. Perhaps more importantly, it was
the only readily available data. (When using the following expressions for the noise,
the reader should be aware that the expressions used for the surface pressure are
generally obtained by curve fitting of data. Thus, they are by n6 meaus rigorous and
are open to improvement)

The far-field noise spectrum prediction Spp above a flat plate for this model is
(ref. 28)

S(X, O,z, ) ( I 2 2)2l y()s 2 Sqq(-,O ) (38)

where x, y, and z are, respectively, tile coordinates in the axial direction, normal to
the airfoil, and along the span; b is the semichord; s is the semispan; co is the sound
speed; ly is the spanwise correlation length, which can be a function of the radiani
frequency w; a2 = x2 + 02 z2 , where =t2 1 - AM2 ; £ is the generalized lift; and Sqq
is the pressure spectrum on either the upper or lower surface of the airfoil near the
trailing edge. (To find the total noise, the sound from both surfaces must be added.
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Since the surface pressure spectra on the two surfaces are generally uncorrelated, the
pressure spectra, rather than the pressure itself, are added.) In the high-frequency
limit (wavelength much less than chord), the directivity factor is given by

z
2

1e12  
(1 + M, - M)D

=7 Mcrg(39)

with

D 2-cos2 (/2) (40)[1 - (M - M)cos e] 2(I - Mcose ) (40

where K. = wb/U, and re and 
0
e are, respectively, the retarded radius from the

observer to the source point and angle of the observer measured from the upstream
axis The terms re and Oe are related to the actual coordinates by

o = re(1 - M cos 0e) and x = re(M - cosOe) (41)

A more general form of equations (39) and (40) for arbitrary frequency can
be found (refs. 28 and 29), but since trailing-edge noise is predominantly at high
frequency, the more general expression may not be needed. The spanwise correlation
length ly is defined in term of the surface pressure spectrum as

l(w) = / Sqq(,y)dy (42)

The integration of a result from Corcos (ref. 30) leads to an expression for 1. of
(ref. 28)

ly Z 2.1U, (43)

For a flat plate an expression for Sqq can be obtained by curve fitting the data of
Willmarth and Roos (ref. 31) to give

S q = Sqq - 0.00002 (44)
q (poU

2
)

2
(b*/U) 1 + 6 + 0 2176;

2 + 0.00562(4

where Po is the free-stream density, D = w6*/U (a form of the Stroulial number), and
6* is the displacement thickness of the turbulent boundary layer, given approximately
by (ref. 32)

- z 0.047Rc 1
/ 5  

(45)c

where Re is the Reynolds number based on chord c. A reasonable value to use for
the convection velocity is U, = 0.8U (ref. 28).

Equations (38) to (45) allow a calculation of the trailing-edge noise as a function
of frequency and observer position, given values for U, Po, co, chord, and span.
One should be able to model trailing-edge noise for a realistic airfoil if accurate
expressions for the surface pressure are known. Of the above relations, the one
most subject to question is equation (44) for the spectrum of the convecting surface
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pressure. Although this equation may be adequate for a flat plate at zero incidence,
one realizes at once that this cannot be quite correct for an actual airfoil, if only
because it does not include the angle of attack. As one might expect, experimental
evidence shows a noise increase as an airfoil becomes more heavily loaded. This
could be due to an increase in either Sqq or 6*. Also, the measurements from which
equation (44) was obtained were not made near an edge. For these reasons, attempts
have been made to modify equation (44) with actual airfoil surface pressure data.
Thus, curve fitting the data of reference 33 gives the following general form first used
in reference 34:

S - 0.0006660(
qq - 5.489 + 36.74V2 + 0.1505(4

In the range of interest this gives a value for S.q that is somewhat larger than that
given by equation (44) for a flat plate, the maximum difference being 7.7 dB at
C = 0.18. The curve fit is based on measurements taken on an airfoil at zero angle
of attack. However, the surface pressure data are not extensive enough to assure
an accurate prediction. For example, by curve fitting the data of both references 33
and 35, Chou and George (ref. 36) subsequently gave an expression for Sq for two
ranges of 0. The first expression, for i < 0.06, is taken from equation (46) but is
increased by an overall factor of 2.6. This difference points out the uncertainty in
the result. Although Chou and George used a different curve fit than equation (46)
for the surface pressure, the basic model used for the noise calculation is that of
references 27 and 28, in which a frozen surface pressure convecting past the trailing
edge is assumed.

Obviously the problem is not solved completely until an analytical solution for the
surface pressure is available. However, the above method does give an approximation
to the noise produced if the surface pressure is known; it also gives an insight into the
mechanism of noise production, since it relates the unsteady surface pressure to the
noise produced There is another prediction method available that dispenses with
the theoretical development and concentrates on curve fitting of available trailing-
edge noise data (in contrast to the above method, which curve fits surface pressure
data and uses this for predicting the noise). This other prediction method uses the
frequency dependence of reference 37 together with certain of the above results and
gives a prediction of 1/3-octave band frequency. The result, with further details
given in reference 34, is

S 3, +0 51 4 (47)SPLI/3=OASPL+101ogl0 0.613 6.

{13 (~ ) Ix W 3/ .

where the overall SPL is

OASPL = 10 hog 10 (M5 4 D + K1  (48)

and s is the span, Z max is the value of C at the spectrum peak (usually around
0 1), and K1 = 141.3. Based on comparisons of theory versus experiment (ref. 34),
equations (47) and (48) give a shghtly better prediction than equations (38) to (46),
but equations (47) and (48) give little insight into the noise-generating process.
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Equations (47) and (48) should give reasonable predictions for an airfoil with a
small angle of attack. Further analysis and additional experiments are required to

(A more detailed analysis of the fundamental principles on which the convecting
surface pressure model is based is given in ref. 28.)

For a propeller, an integral must be taken over the rotor span (i.e., the blade is
treated in a stripwise manner), since each radial station moves at a different velocity.
Because trailing-edge noise is random and generally has a higher frequency than the
propeller rotational frequency, the overall noise spectrum for a rotating blade can
be calculated by simply averaging around the azimuth the sound spectrum derived
above for the case of rectilinear motion. The principle is quite straightforward,
but the implementation can become somewhat involved because of the constantly
changing observer position in blade-fixed coordinates (ref. 34).

Propagation Effects

The propeller noise theories previously described provide estimates of noise
generated at the source without regard to any propagation effects other than spherical
spreading This section discusses the effects of Doppler frequency shift, refraction,
scattering and shielding, atmospheric absorption, ground reflection, and excess
ground attenuation.

Doppler Frequency Shift

This phenomenon results in a shift in the frequency perceived by an observer
when the observer or the source is moving relative to the medium. The familiar
train whistle is often used as an example. To an observer standing near the train
tracks, the train whistle appears raised in pitch as the train approaches, and lowered
as the train passes by. Similar effects can be observed in propeller noise, the most
important of which is related to the measurement of airplane flyover noise.

For a moving source, stationary observer, and stationary medium the Doppler
frequency shift is calculated from

o = 1- s (49)

where fo is the observed frequency, fs is the source frequency, AMx is the flight Mach
number, and 0 is the angle between the line from the source to the stationary observer
and the flight path at the time the sound was emitted. This equation clearly shows
that for an approaching source (0 < 900) the observed frequency is raised, while for
a receding source (0 > 900) the frequency is lowered.

A generalized derivation for the Doppler-shifted received frequency is given by
reference 38. This derivation shows that when the medium is in motion hut both
the source and the receiver are stationary (as in a wind tuniel), no freqicncy shift
occurs. For airplane flyover noise, significant differences in received frequency are
expected for a case with wind compared with that for the zero-wind case
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Refraction Effects

Propagation Through the Atmosphere

Refraction generally occurs for sound propagating through the normal atmo-
sphere because the temperature and pressure vary with altitude and present a varying
characteristic impedance pc. Although the process is continuous, it is convenient to
approximate it as layers having discrete interfaces (fig. 20). For a discrete interface,
rays are bent according to Snell's law, described in reference 39 as

sin 0 1 l (50)
sin 02  (0

where the incident and transmitted angles 01 and 02 are defined in figure 20 and
cl and c2 are respectively the speed of sound in the incident and the transmitted
medium.

pl Ai exp[z(wt - kid)

pie'

Layers/ =21

717 17 777 71 111 1 p = A2 expfa(wt

-Kid))

Figure 20. Refraction of acoustic wave.

Some of the energy is reflected, while the rest is transmitted. The ratio of the
amplitude of the transmitted wave to that of the incident wave is

A2  2p2c2 cos 0

A1  p2c2os 01 +plleos(02

For an acoustic plane wave, the change in sound pressure level is 10 log (Intensity
ratio), where the intensity is A2 /pc. It follows that the change in the transmitted
sound pressure level is

ASPL = 10!log ,2C

~SL Al/pl (52)

= 10lo& 4pitp2c2 cos2 01

(P2C2 cos 01 + p1C1 cos 02)2
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Because the sound beam is either widened or narrowed when transmitted through

the interface, equation (52) does not give the ratio of total power transmitted. The
change in sound power level can be calculated from

4pl Clp2c2 cos 01 cos 02
APWL = 10 log (p2c2 cos 61 + p1C1 cos 62)2 (53)

Two special cases bear mentioning. For P2c2 cos01 = PICI cos 02, no power is
reflected and all the power is transmitted. When cl < c2, there is a critical incidence
angle 0,, given by sin0, = cl/c2, for which the refracted ray is parallel to the
interface. For incidence angles equal to or greater than 0e no acoustic energy is
transmitted into the second medium. For sound propagating from high altitudes
through a normal atmosphere, the critical angle can be exceeded at large angles and
no sound would be detected at the ground. This can be significant for propellers
in the forward directivities because the Doppler effect shifts the source directivity
forward.

It is convenient to use discrete layers, typically 100 to 300 m thick, for calculating
refraction effects. Each layer is assumed to have uniform impedance represented by
the mean impedance of the layer. This procedure is recommended for correcting
airplane flyover noise during certification (ref. 40). It is essential to use a layered
atmosphere model for propagation to the ground from high-altitude (greater than
5000 m) flight, as the cumulative effects become significant.

Propagation Through a Fuselage Boundary Layer

Refraction also occurs when sound propagates through a fuselage boundary layer
because the velocity and temperature gradients in the boundary layer cause a change
in the impedance encountered by the sound wave propagating through it. This effect
could be important for noise impingement on a fuselage when cabin noise is being
investigated or controlled.

Several analyses exist for evaluating fuselage-boundary-layer refraction effects
as applied to propeller and propfan noise. Early investigations (refs. 19 and 41)
addressed plane waves and two-dimensional boundary layers. Later refinements
extended the analyses to propeller-type noise sources and boundary layers on
cylindrical surfaces (ref. 42).

Scattering and Shielding

Fuselage Scattering

Sound incident on a cylindrical fuselage is scattered depending on the angle
of incidence and the wavelength of the sound compared with the diameter of the
fuselage. For normal incidence, sound at a small wavelength compared with the
fuselage diameter is totally reflected. Thus, a receiver at the fuselage surface
perceives a doubling of the pressure.

The analysis of reference 42 represents the fuselage as an infinitely long cylinder
with infinite impedance at the surface. Scattering effects from this analysis are shown
in figure 21 for the fundamental and second harmonic of a model propeller. On the
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side with the incident sound, pressure doubling is shown at both frequencies because
the wavelengths of both tones for the model propeller are small compared with the
fuselage diameter. On the opposite side, a shadow zone is shown, with a deeper
shadow occurring for shorter wavelengths. Interference is shown at the edges. Note
that the pattern appears rotated (i.e., the pattern is not symmetric about 0 = 0')
because of the rotating source. Thus the analysis is sensitive to the direction of
rotation of the propeller.

0 5 diameter aft Plane of rotaton 0 5 dnameter forward

-10 - I i

8 - - 30 -

a BP1P

I I

,3 x BPF 3 x BPF-70 I I I I

-200o-100 0 100 200-200o-10) 0 100 20oo-0-o100o 1o 1 oo 2oo
Circuinferential angle, o,, dleg

Figure 21. Calculated fuselage scattering effects at MA = 0.8. (From ref. 42.)

' Wing Shielding
As is the case for a fuselage, a wing can be used to provide shielding of a propfan

source. Figure 22 illustrates the situation for a propfan installed on a swept wing.It ishown that for the and the direction of ithe line

• of sight from the advancing blade is blocked by the wing leading edge. As is the
i case for the fuselage, the amount of shielding depends also on the wavelength of tile

sound, with shorter wavelengths approaching geometric acoustic behavior.
Several analyses have been developed for shielding of sound by stationary barriers.

These analyses were extended for propfans installed on wings by including tile effects
of flight Mach number and wing sweep in reference 43.

Atmospheric Absorption

When sound propagates over long distances through air, absorption takes place
and reductions in amplitude in excess of those from simple distance effects are
observed. These effects have been studied for some time and several procedures
exist to calculate the effects (refs. 44 to 47). The method endorsed by the FAA
and recommended for adjusting noise certification data is that of reference 47.
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Figure 22. Shielding of propeller noise by swept wing.
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This procedure presents an algorithm which allows the calculation of atmospheric
attenuation, in terms of a dB attenuation per unit distance, as a function of
temperature and relative humidity These values typically vary from 0 001 dB/m
at low frequencies to about 0.1 dB/m at high frequencies. Because the atmospheric
attenuation has relatively little effect on low frequencies, it does not have a strong
influence on propeller noise, except for the case of noise propagating to the ground
from high altitudes (above 5000 in).

Ground Reflection Effects

In a typical airplane noise measurement situation, the airplane flies past a
microphone which is located above a ground plane. The sound thus reaches the
microphone following the direct path and a reflection from the ground plane, as
illustrated in figure 23 for a simple point source S. Also shown is the equivalent
image source S', which accounts for the ground reflection process. The distance
traveled by the direct ray R is given by (L2 + (H - h)2

1
1/ 2 , whereas that of the

reflected ray R is given by [L2 + (H + h)2 ]
1/ 2. Note that R' is always longer than

R, except in the special cases of H = 0 or h = 0, for which they are equal. Since the
propagation lengths along the two paths differ, the signals arrive at the microphone
with relative phase differences that cause constructive interference, when the two
signals are in phase, or destructive interference, when the two signals are out of
phase.

Ground
-7-7 777 -77 1

/I

R', AR =R'-R

-a = 2r AR f/c
,7 For R' IR and an infinite

• mnpedance ground plane ASPL = 101og(2+2cosa)

S,

Figure 23. Ground reflection effects unth image source.
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For noise certification purposes, a microphone height of 1.2 m is required. At
normal ambient temperatures, this height results in cancellations at approximately
80 Hz for a source directly over the microphone (L = 0). This value is in the range of
blade-passage frequencies for many propellers. Since propeller noise is predominantly
at low frequency, these effects can thus be significant.

It is difficult to interpret measurements made using a microphone located above a
ground plane because of the changing ground reflection effects coupled with apparent
source characteristics (e.g., directivity and Doppler shift). One method which gives
good results is to use a microphone close to ground level (h ; 0) over a hard surface
(for high impedance). This arrangement results in the reflected signal always being
in phase with the direct signal, so a nearly constant 6-dB correction (full pressure
doubling) occurs over the frequency range of interest, independent of source position.

Ground reflection effects are needed for estimating the noise to be expected during
noise certification, for instance. Procedures for calculating ground reflection effects
can be found in references 48 to 53 and are discussed in another chapter of this
book. These methods do not necessarily address tone sources. Ground reflection
corrections for propeller harmonic noise should be done for small bandwidth signals
at the Doppler-shifted tone frequencies. Using center frequencies of 1/3-octave bands
can lead to significant errors. Experience has indicated that adjusting a ground
microphone measurement of a propeller aircraft flyover to 1.2 m cannot be done
with high accuracy with existing methods because of the complexity of the ground
reflection process.

Excess Ground Attenuation

Excess ground attenuation, sometimes called lateral attenuation, is a term
applied to discrepancies between observed levels and those expected after all other
propagation effects (i e., distance, atmospheric attenuation, and ground reflection
effects) have been accounted for. This effect is usually found when measurements
of flyovers are compared with those from a sideline microphone. A compendium of
such measurements has been published in reference 54. A summary of these results is
shown in figure 24. It is probable that a significant portion of the lateral attenuation
shown in figure 24 is a result & f shielding because of the apparently stronger effects
for fuselage-mounted engines. It is not clear how this effect would be reflected in
propeller noise. However, this can certainly be best addressed by applying wing and
fuselage shielding and scattering analytical methods

Nonlinear Propagation Effects

Open rotors generally produce intense noise levels. This is particularly true of
propfans during high-speed cruise. Under these circumstances, significant nonlinear-
ities can arise. There may be nonlinear propagation effects in addition to the nonlin-
ear source effects discussed previously. Nonlinear propagation of propeller noise was
first studied by Hawkings and Lowson (ref. 55). Since then, Barger (ref 56), Tam
and Salikuddin (ref. 57), and Lindblad (ref. 58) have pursued the subject further.
All these investigators applied weak shock theory as developed for sonic booms to
the propeller noise propagation problem. The analysis is applied in conjunction with
a linear source theory calculation, although it is not inherently limited to this and
could be matched with a nonlinear source theory or even with experimental results
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Figure 24. Ttptcal variation of lateral attenuation with observer angle.
(From ref. 54)

The approach is to begin with an acoustic pressure waveform and apply a nonlinear
propagation theory to account for the wave steepening that builds up during propa-
gation because of finite signal amplitude In the positive pressure peaks of the wave,
the temperature and speed of sound are above ambient values so that the peaks
propagate faster than the valleys.

Examples of the nonlinear propagation effects are shown in figure 25 for an
unswept propfan blade. In figure 25(a) the noise pulse was computed from a linear
theory equivalent to equations (3) or (28). Weak shock theory was applied to produce
the wave in figure 25(b). As shown, the nonlinear propagation theory steepens the
leading edges of the pulses and compares better with experimental results (fig. 25(c))
than does linear theory. A shift in energy is made from the lower frequencies to
higher frequencies, although there does not appear to be a significant reduction in
level at the very low frequencies. The effects described herein occur very close to a
propfan Test data show that propagation of sound from propfans follows the linear
propagation laws of typical acoustic sources at distances greater than one propfan
diameter.
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Figure 25. Nonlinear propagation effects computed from weak shock theory.
(From ref. 56.)

Comparisons of Predictions and
Measurements

Background

Before attempting any serious study of the performance of propeller noise
prediction methods, one must fully understand the methods used to make the
measurements. This is important because test facilities may influence the noise-
generating process or propagation in a manner not modeled by the noise prediction
method. Other considerations include the presence of additional sources of noise
in the measurements (e.g., a drive motor) and the assurance that the propeller is
operating at the conditions (i.e., blade loading, relative velocities, etc.) defined for
the calculations.

Noise Measurements Under Static
Conditions

As described previously, a propeller operating under static conditionb encounters
a great deal of nonuniform inflow, including naturally occurring turbulence in the
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atmosphere, ground vortices, and wakes from fuselages, ings, nacelles, or test
stands. This inflow results in high levels of unsteady-loading noise that tends to
dominate the higher sound harmonics. This source of noise disappears quickly when
a small amount of forward speed is attained. A passenger in a propeller-driven
airplane may observe high levels of noise up to the point of brake release, but the

, noise quicdy changes as the airplane reaches a modest speed during the takeoff roll.
Similar effects can be observed on static test stands in that the noise can change
markedly when a modest head wind occurs.

-Fomard flight effects on propeller noise have been investigated (refs. 59 and 60).
Figure 26 shows representative noise measured during static and flight conditions at
constant propeller speed and power. As shown, the static data are dominated by
high levels in the upper harmonics, but these are essentially gone in the flight data.
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Figure 26. Effect of forward flight on propeller noise. (From ref. 59.)

Comparisons between measured and calculated levels for static propeller noise
are presented in reference 60. It is concluded that a compact source calculation for
fluctuating blade-loading noise and a noncompact source calculation for thickness
and steady-loading noise are adequate for predicting the noise of static propellers.
The prediction of static propeller noise, however, is not of great interest, as the
condition is transient and is not used for noise certification or interior caLin noise
control.
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The noise from counterrotating propellers operating under static conditions would
probably not show as much influence from turbulence ingestion effects because the
higher harmonics are dominated by aerodynamic interaction between the two blade
rows. Limited data exist (ref. 61), but it is not clear what components comprise
the noise. It can be concluded that any static propeller data to be used for
correlation purposes should be viewed with caution, as they are strongly influenced
by nonuniform inflow, which is not usually well defined and often varies.

Propeller Noise Measurements in Wind
Tunnels

There are two common types of wind tunnels used in acoustic research: the closed-
test-section type and the open-jet type. Both offer advantages and disadvantages in
regards to propeller testing.

Closed-Test-Section Wind Tunnels

Most closed-test-section wind tunnels are of the recirculating type. It is thus
necessary to control the turbulence which can be introduced by the drive fan,
turning vanes, recirculating wakes produced by the model, etc. If the test-section
walls are metal or concrete, many reflection paths can exist, the result of which is
great variability in the measured noise. This variability is particularly significant for
propeller noise because of its discrete frequency components. Depending on mode
characteristics of the tunnel, significant reinforcements or cancellation can occur at
the harmonic frequencies (ref. 62).

One solution to this reflection problem is the use of absorptive treatment on the
tunnel walls. Because of aerodynamic losses caused by flow over the treatment,
the use of wedges is not practical. Flat-faced fiberglass (behind high-open-area
perforated retaining plates) or polyurethane foams have been used These appear to
work reasonably well at low to moderate speeds (below Mach 0.5) for measurement
locations near the peak noise (ref. 62) Tins type of treatment might not work well
at high speed or at shallow incidence angleg which occur at locations forward of the
propeller plane of rotation. Acoustic qualities of wind tunnels operating at speeds
above Macl 0 5 have not yet been demonstrated.

Open-Jet Wind Tunnels

Another approach is the use of open-jet wind tunnels In this arrangement, a
nozzle is typically set into the wall of an anechoic chamber. A collector is situated
opposite the nozzle. When suction is applied at the collector a jet forms between the
nozzle and the collector. Placing a propeller in the jet simulates flight. Because there
is essentially no flow outside the jet, the chamber can be treated with acoustic wedges
to provide an anechoic environment. The limitations of this scheme, however, are
restricted speed (about Mach 0 5) and propagation effects through the shear layer
to far-field microphones. Shear layer corrections for amplitude and directivity angles
exist and have been well documented (refs. 63 to 65). The angle corrections show
that the sound is refracted by the shear layer. In the forward direction, the refraction
can be complete so that no sound passes through the shear layer, thus limiting the
range of directivity attainable.
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Propeller Noise Measurements in Flight

Measurements of noise from propellers installed on airplanes in flight should be

the best data for correlation purposes because the ultimate objective of studying
propeller noise is to control it in the passenger cabin and in the communities affected

V : by noise of airplanes taking off, landing, or in flight. The measurement of propeller
noise from airplanes, however, is difficult. Apart from the generally higher costs
associated with flight tests, propellers installed on airplanes are subjected to inflow
distortion such as angle-of-attack effects, wing upwash, nacelle blockage, engine
inlet effects, and wakes from upstream disturbances which may significantly affect
the propeller noise characteristics. In addition, other sources of noise are present,
such as noise of the airframe and of the engines. Finally, the interpretation of
airplane noise should include atmospheric attenuation, ground reflection, shielding,
and Doppler shifts for propagation to the ground and fuselage reflections, refraction,
and propagation through a fuselage boundary layer in the near field (See previous
discussions in this chapter.)

Comparisons in the Near Field

Predictions made with the Hanson frequency-domain method (ref. 18) and
measurements made on two model propfans (ref. 66) operating over a range of tip
speeds and blade loadings are shown in figure 27 The SR-2 model blades are straight
whereas the SR-3 blades are swept according to recent practice. It is apparent that
the level of the prediction method agrees well with test data, with the trends of noise
versus tip speed being well predicted. Also, the benefits of blade sweep are shown in
both the measurements and the predictions

Figure 28 shows the measured and predicted directivity of the blade-passage
frequency harmonic This comparison indicates that all sources of noise, including
the nonlinear quadrupole, are important, particularly at the forward location, when
the relative Mach numbers are high. It is shown that the total noise energy is
generally not equal to the sum of the component energy because of relative phase
effects.

Comparable results are obtained from calculations with one of Farassat's time-
domain methods. Sample correlations (ref 10) are shown in figures 29 and 30.
As shown, the general characteristics of the waveforms are predicted well by the
time-domain method except for the positive peaks, which are r6duced by nonlinear
propagation This is also shown in the spectrum in figure 29(c). Figure 30(c) shows
better spectrum agreement than dots figure 29(c), although the waveform correlation
is not as good. The Hanson frequency-domain method (ref. 18) at BPF shows good
agreement with measured data in both figures. In fact, it is expected that time-
domain and frequency-domain methods would show nearly identical results within
the realm of linear acoustics.

Comparisons in the Far Field

Measurements of the noise from a full-scale general aviation propeller were
made in a large open-jet anechoic tunnel (ref 67). These data and predicted
values from a time-doinain method are shown in figure 31. It is apparent that the
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Figure 27 Measured and predicted sideline tone levels versus tip helical
Mach number. Boom microphones, power coefficient, 1.9; advance
ratio, 3.1. (From ref. 66.).

agreement between measurements and predictions for these cases where the propeller
is operating in low turbulence, undisturbed flow is excellent.

Figure 32 shows predictions and measurements for the propeller operating on
an airplane. Measurements were made with a ground-level microphone and the
noise predictions included propeller angle-of-attack effects. As shown, the noise is
underpredicted ahead of the overhead point and overpredicted behind the overhead
point. It is conjectured that this could be caused by nonuniform inflow effects other
than propeller angle of attack

Reference 68 presents results for a model propeller operated in an open-jet
facility with microphones located inside the jet to avoid shear-layer refraction effects.
In addition to noise measurements, the propeller aerodynamics were measured
to confirm the blade-loading distributions, which are inputs needed to calculate
propeller-loading noise. Representative time-domain measurements and predictions
are shown in figure 33. These plots show very good agreement between measured
and predicted values. Although only waveforms are shown, it would be expected
that there would be excellent agreement of harmonic data as well

Measured and predicted values for a propfan operating at takeoff and landing
conditions in a large, acoustically treated, closed-test-section wind tunnel are shown
in figure 34 (ref. 69). For these predictions, the aerodynamic performance was
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Figure 28. Measured and predicted BPF tone sideline dzrectivzty for
SR-3 operating at design point condition. (From ref 66.)

predicted with an Euler code and the noise was predicted with the time-domain
method of Farassat Figure 34 shows the predicted and measured noise for two
harmonics as functions of directivity for three blade angles . P igure 35 shows the
waveforms for the three conditions in the propeller plane of rotation (at or near the
peak directivity angle). There is a tendency to underpredict as the propfan blade
angle is increased This underprediction is attributed to the formation and increasing
strength of a leading-edge vortex resulting from the thin, sharp-edged, swept blades
at increasing blade angle. The leading-edge vortex, and also an associated tip-edge
vortex, can change the blade-loading distributions significantly. If this change is not
reflected in the blade-loading source distribution, then noise predictions can become
inaccurate

Noise measurements for a propeller operating oni an airplane in flight were made
using microphones mounted on a wingtip (ref 59). Predictions were made using
a frequency-domain method (ref. 70) Figure 36 shows these values for a propeller
tip rotational Mach number of 0.77, while figure 37 shows these values for a tip
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rotational Mach number of 0.83 The agreement is quite good in the propeller plane
of rotation and fair at the aft location, although the spectrum shape is well predicted.
No nonuniform flow fields were included in the noise predictions. These comparisons
show the importance of the thickness noise component for this propeller at these
operating conditions.

General Comments

The following general observations are based on the foregoing comparisons
between measurements and predictions of propeller and propfan noise.

Generally good agreement between measurements and predictions of noise can be
obtained for propellers operating at low-to-moderate tip speeds at moderate loadigs
under ideal (undistorted) inflow conditions. For these conditions, the prediction
model needs to include only linear sources, and comparable performance can be
obtained with either time-domain or frequency-domain methods. It is apparent that
for good loading noise calculations, the blade-loading distribution must be accurately
defined.
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Figure 32. Measured and predicted noise spectra at three time periods
for standard takeoff of Piper Lance airplane. (From ref. 67.)

The prediction of propfan noise is generally not as successful. At low speeds
this is not necessarily due to failure of the same noise prediction models as above
(although the existence of other sources such as a tip-edge loading is a possibility),
but more likely it is due to the failure of the aerodynamic model to predict the
blade-loading distribution.

During high-speed operation, additional (nonlinear) sources and/or nonlinear
propagation near the propeller become apparent

Finally, propellers and propfans installed on airplanes have other sources of noise,
notably unsteady-loading noise, due to inflow distortion. Again, these effects have
been included in many propeller noise prediction models, but they require a means
of defining the unsteady blade loads. Accurately estimating unsteady blade loads
is not easily managed by current aerodynamic methods and generally the resulting
noise predictions are not as good as those for steady blade loads.

Propeller Noise Control Objectives

It is the job of the acoustician to first understand the propeller noise-generating
mechanisms and then to control them using methodologies derived from theories
to meet constraints demanded by airplane manufacturers. These noise constraints
are based on meeting noise regulations, cabin noise comfort, airplane structural
requirements, etc In the following discussion tie general noise control objectives
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are grouped into two sections. In the first, the near-field noise requirements, which
generally pertain to the cruise condition, are described. Then the far-field noise
requirements, which generally apply to low-speed operation, are discussed.

Near-Field Noise Control Objectives

In a typical installation, the propeller is located adjacent to a fuselage section.
Depending on propeller design, operating conditions, and proximity of the propeller
to the fuselage, the acoustic excitation can produce intense fluctuating pressure loads
on the surface. These loads can cause motion in the fuselage structure, with possible
fatigue of the structure and noise transmission to the interior. This motion can be
particularly important if the structure has response frequencies which coincide with
the propeller noise frequencies. It is therefore desirable to control the propeller noise
levels and to avoid excitation at structural resonances to reduce or eliminate acoustic
fatigue.

For passenger comfort, the propeller noise reaching the fuselage interior space
needs to be controlled. Today's airline passengers expect cabin comfort in propeller-
driven airplanes to be comparable to that in turbofan-powered airplanes. This means
limiting cabin noise levels to 80 dBA or less. Further, for enhanced comfort the actual
propeller noise harmonics should be barely discernible. This usually implies that the
propeller harmonic noise contribution is below 80 dBA and the broadband noise from
fuselage boundary layer, environmental control system, etc., has comparable levels.

Far-Field Noise Control Objectives

In general, far-field noise control addresses community noise objectives. The most
important of these is noise certification as set forth by the FAA (ref. 40). Additional
noise requirements may be imposed by certain airports for takeoff and landing

For an aircraft to receive certification it must satisfy noise constraints during
takeoff and landing. For turbojet and transport category airplanes, these are
currently defined by Stage-3 requirements described in Appendix C of Federal
Aviation Regulations (FAR) Part 36 (ref 40). Comparable requirements are imposed
by the International Civil Aviation Organization (ICAO) in Annex 16 (ref. 71). In
both cases the noise limits are specified at three locations, as defined in figure 38
(from ref. 72). These documents describe the procedure to be followed in certifying
and specify the limits to be met, which depend on the location and the airplane gross
weight

For airplanes below 12 500 lb gross weight, the certification procedure and limits
are different. These are described in Appendix F of FAR Part 36 (ref 40). In general,
this certification requires level flyover over a microphone. Adjustments are allowed
for good takeoff climb airplane performance.

Although many airports have noise restrictions o, udous types, two airports in
the United States are particularly strict. The first of these is Washington National
Airport, which requires low noise for nighttime operation based on results of the
FAR Part 36 certification testing. The linits, however, are based on the maximum
A-weighted sound pressure level. The maximum level for takeoff is 72 dBA, while
the maximum level on approach is 85 dBA. No requirements are made on sideline
noise. Airplanes not meeting these requirements may not take off or laz.d at the
airport between 10 p.m. and 7 a.m.
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The second airport having special noise rules is John Wayne Airport in Orange
County, which is outside Los Angeles, California. For John Wayne Airport, the
measurement units and locations arc significantly different from the FAR Part 36
rules. The measurement locations can be seen in figure 39 (from ref. 72). Microphone
locations are scattered within a several-mile radius of the runway.

The measurement unit at John Wayne Airport is single-event noise exposure level
(SENEL). The airport requirements for varying numbers of allowed flights per day
are given below.

Classification SENEL, dBA
Unrestricted, unlimited flights < 86

AA 86 to 89.5
A 89.5 to 100

Airplanes meeting the class A level are allowed fewer flights per day from the airport
than those meeting the class AA level.

Control of Propeller Noise

It is possible to obtain guidance in controlling propeller noise by inspection of
the noise prediction theories. For example, in equation (8 ) relative Mach number is
a multiplier of the noise level. Thus, reducing blade section relative Mach number
should reduce noise. In fact, for most cases that is indeed a way to reduce propeller
noise-lower tip speeds almost always reduce noise. Other approaches include
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Noise Monitor Station Locations

Distance, ft
Microphone
Te le

From north

end (on extended At 90* to
C/L) runaay extended

Station Location OIL-19R C/L LL-1R AGL ARL
I-I Newport Beach, CA 10800 200 Easterly 20 13

M-2 Newport Beach, CA 17470 1220 Westerly 20 57
M-3 Newport Beach, CA 14800 3570 Easterly 20 67
M-4 Santa Ana. CA 5850 300 Westerly 43 26
'I-5 Tustin, CA 28650 175 Easterly 22 109
M-6 Santa Ana. CA 8660 950 Westerly 25 15 5
M-7 Santa Ana, CA 8870 900 Easterly 25 24
M-8 Newport Beach, CA 24200 3030 Easterly 25 7
M-9 Santa Ana, CA 17700 5350 Westerly 59 106

Remarks
I Length of runway OIL-19R' 5700 ft.
2. Runway elevation: 53 ft mean sea level.
3. AGL = above ground level
4. ARL = abo~e runway level.
5 Runay magnetic heading- 194' 21'.

Station Location Map

.Santa Aia f

M -

,"oh Wayne

Airport. Orange County

M-. 'U.C.1)

" '-- -t 7J, M-8%

Figure 39. Noise measurement locations for John Wayne Azrport. (From ref. 72)
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altering operating conditions, changing propeller design, and, for the special case
of cabin noise with multiple propellers on the airplane, using a s ynchrophaser.

Operating Conditions

As previously mentioned, certain operating conditions can be modified to reduce
noise. The most significant of these is tip speed. As can be ascertained from the
governing noise equations, all sources of noise have radiation efficiencies determined
by relative velocity. It is not straightforward to determine how much the noise will
change with tip speed. In the case of loading noise, as an example, there are three
significant parts of the noise-generating process which are affected. The first, obvious
by inspection, is that relative Mach number multiplies the equation. Mach numbers
also appear in the argument of the Bessel function. In this case, the effect of Mach
number is not as clear, but reference to figure 14 or to Bessel function tables indicates
that for subsonic tip speed and flight speed, reducing the Mach numbers reduces the
noise. Finally, in order to maintain thrust (that is generally a firm requirement,
as the application for propellers is generally to fly an airplane at some speed and
altitude), the lift and drag coefficients change if tip speed is reduced

Other ways to reduce propeller noise are to increase diameter or to reduce the
disk loading (i.e., thrust per unit area of the propeller disk). In order to maintain
thrust, operation at a lower disk loading requires a larger diameter.

Reducing tip speed has generally reduced noise for all sources. The best way to
evaluate this effect is to perform calculations while observing the established ground
rules (e.g., maintaining constant thrust). This is needed because the benefit depends
on specific designs and baseline operating conditions. As a reference, it has been
observed that for conventional propellers operating at low to moderate flight speeds,
the overall noise in decibels varies as approximately 40 times tie tip Mach number
(ref. 73).

Reducing disk loading affects primarily loading noise. Again, evaluating the
benefits requires specific calculations. As a guide, an empirical propeller noise-
estimating method (ref. 73) indicates that noise varies inversely as diameter squared.

Design Parameters

It is apparent from the foregoing discussion that examination of the propeller
noise equations shows areas where noise reduction benefits can be attained For
example, propeller noise could be greatly reduced by having zero-thickness blades
to eliminate thickness noise, large diameters with many blades to eliminate loading
noise, and large blade sweeps to eliminate quadrupole noise. Unfortunately, practical
realities must also be considered. These include physical constraints, such as a certain
amount of blade thickness needed for structural integrity, and practical constraints,
such as a limit to the diameter for weight and installation considerations. However,
general guidance can be obtained from the equations governing propeller noise.
Although specific benefits must be evaluated individually and in combiiation for
specific cases, the following is given for general guidance.

Blade Sweep

Increasing blade sweep is beneficial during high-speed cruise, when blade section
relative Mach numbers are relatively high. Figure 40 shows calculated noise reduction
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Figure 40. Noise reduction due to blade sweep calculated using
frequency-domain method. Mr = 0.8; tip speed, 800ft/sec; 8-bladed
propfan; BPF harmonic.

for blade sweep. It is apparent that a small amount of sweep has a small effect on
noise, but sweep becomes very effective at reducing noise as sweep increases. These
effects were calculated for a propfan during cruise. Benefits during takeoff would be
significantly less (ref. 17).

Blade Thickness

Thickness noise is significant during high-speed cruise, when blade section relative
velocities are high. One means for reducing the contributions from thickness noise is
to reduce the blade thickness Actually, reductions are obtained by reducing blade
thickness and chord, as it is the blade volume which factors into tL source strength
The effect on spectrum depends on the shape of the airfoil. A scaled reduction in
airfoil thickness at constant chord provides reduction equally at all harmonics. The
noise reduction attainable varies as approximately the blade volume squared

Reducing blade thickness also reduces quadrupole noise, but in a less predictable
manner.

Blade Count

For a given thrust requirement, increasing blade count is always beneficial in
reducing loading and quadrupole noise. Thus, at low-speed takeoff conditions, where
loading noise dominates, reduction is obtained by increasing blade count. Although
significant reduction in noise level (particularly at the higher harmonics) occurs,
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some of this reduction may be offset by increases in metrics which are frequency
dependent, such as effective perceived noise level This increase occurs for a given
tip speed and diameter because increasing blade count raises the frequencies. In
general, though, a net noise reduction can still be obtained.

Increasing blade count can raise thickness noise, depending on how it is done
Examination of equation (8) shows that simply adding blades increases the number of
sources of thickness noise, with a corresponding increase in noise If the blade volume
is decreased (by reducing chord), then increasing blade count may not have as much
effect on thickness noise. Again, adding blades raises the frequencies generated,
so that metrics such as A-weighted overall levels commonly used in setting cabin
noise limits may increase with increased blade count. This increase can be especially
important during high-speed cruise, when thickness noise is an important source

Propeller Diameter
Increasing propeller diameter reduces thc blade loading. Thus, for a given thrust

requirement the loading per unit area is reduced, with a corresponding reduction
in loading noise Increasing diameter is thus beneficial in reducing noise during
takeoff. In addition, at low speed, propellers tend to be more efficient with increased
diameter. Therefore, for a given thrust requirement less power is required, with less
energy put into the system Increased diameter can be combined with reduced tip
speed for even more noise reduction

Blade Shape

The effect on noise of blade design parameters such as twist and planform
distributions is more difficult to determine by inspection because they change
aerodynamic loading distribution Although this can be done by parametric variation
using a noise calculation procedure, most studies show that the noise reduction
potential is small The actual reduction to be realized depends on the starting point,
but for reasonable designs the potential seems to be about 3 dB This reduction can
be realized with varying amounts of aerodynamic performance loss The effect of
blade design has a stronger impact on aerodynamic performance than oii noise.

Airfoil Section

Some airfoil sections appear better for noise reduction than others In general,
however, the airfoil shape has only a small effect in the lower harmonics Only for
propfans at high speed do the airfoil shape effects appear at the lower harmonics.

The reader is cautioned that the foregoing discussion should be applied only
in the context of a complete system study Generally, the best approach requires
a complete aerodynamic and acoustic methodology so that the trade-offs between
noise and performance can be evaluated Other factors such as weight, cost, and
reliability must also to be considered.

Synchrophasing

Synchrophasmng is not a means for reducing noise at the source, but rather it
relies on phasing two or more sources to promote noise cancellation. This is (onie by
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phasing the rotation position of the blades on opposite sides of the fuselage so that
the sound impinging on the fuselage has a certain phase relationship which promotes
noise cancellation within the cabin The process by which the noise cancels is too
complex to define analytically to the degree sufficient to realize a reduction. All
implementation of noise reduction by synchrophasing has been done experimentally
and applied to cabin noise (refs. 74 and 75). Reductions of up to 15 dB may be
obtained under specific conditions in limited areas of an airplane cabin, but general
reductions of maximum noise throughout the cabin are less.
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Introduction

Types of Rotorcraft

Rotorcraft is the generic label attached to vehicles that utilize unducted rotors to

create enough lift to achieve hovering flight out of ground effect The most common
aircraft in this category is the helicopter, which has proved to be the most efficient
hovering heavier-than-air vehicle. Helicopters were first introduced in the 1940's
and have steadily evolved into useful operation vehicles. They can be divided into
two subclasses: those that use a single-rotor system for lifting and a smaller rotor
system (or other control device) for yaw control, or those that use counterrotating
tandem, side-by-side, or coaxial rotors for lifting and differential torque for yaw
control (fig. 1). In the past four decades, the growth of these vertical-lift aircraft has
been phenomenal. They have become an integral part of the military and are used
in a multitude of civilian tasks where hovering flight is a necessity.

The goal of design engineers has always been to improve the usefulness and pro-
ductivity of the helicopter by increasing its forward-flight performance. Unfortu-
nately, forcing a rotor to fly through the air sideways, or in nonaxial flight, is not
done easily. Aerodynamic considerations have limited the performance of pure he-
licopters to 150 to 200 knots in Ig flight. During a normal rotor-blade revolution
in high-speed nonaxial flight, transonic flow on the rotor advancing blade can cause
large drag, vibration, and noise effects, while dynamic stall on the retreating blade
can cause similar effects. To overcome these high-speed-flight limitations, new types
of rotorcraft are being developed that have nearly the hovering efficiency of the heli-
copter, but convert to an airplane-like configuration to achieve higher speed forward
flight.

The tilt-rotor aircraft (fig. 1) is a promising vehicle in this class In hover, its
rotors are thrusting upward like a helicopter. It accelerates to forward velocity
by rotating the rotors forward, creating excess thrust. The decreasing component
of vertical thrust is then carried by a wing as the vehicle becomes airplane-like
in its operation. After many years of successful research, tilt-rotor aircraft that
can hover efficiently and still cruise at up to 300 knots have been built and are
ready to go into production. The tilt-wing and stopped-rotor/X-wing aircraft are
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Helicopters (typical) Tilt rotor

Tilt wing or tilt prop Stopped rotor/X-wing

Figure 1. Current and promising rotorcraft configurations.

two other promising concepts that use rotors (or propellers) for hovering flight but
convert to an airplane configuration to achieve even higher forward airspeeds (fig. 1).
Unfortunately, the higher airspeeds of all these nonhelicopter configurations usually
degrade the hovering performance of the vehicle, a trade-off dictated by the laws
of physics and engineering. The added complexity necessary to achieve high-speed
forward flight costs weight and thus reduces hovering performance.

Each of these different aircraft, which comprise a portion of the generic rotorcraft
class, perform different specific missions well. If hovering efficiency is des:red, then
the helicopter is best. If cruise efficiency is valued and hovering time is kept to a
minimum, then vehicles such as the tilt-rotor, tilt-wing, and stopped-rotor/X-wing
aircraft are the better choice.

Within the generic rotorcraft class, unducted rotors are flown in a variety of
operating states, including the limiting case3 of axial and nonaxial flight. The
axial-flight condition (i.e., normal propeller state) occurs in helicopters and other
rotorcraft that are operating in hover or in a pure vertical climb or descent. It also
occurs for tilt-rotor or tilt-wing aircraft when they are operating in the airplane-
like configurations. The nonaxial flight states that are experienced by rotorcraft
set them apart from other vehicles. The asymmetrical velocities experienced by the
blad s as they traverse the rotor disk and the proximity of the rotor wake under
many flight conditions cause most of the aerodynamic and, hence, noise problems.
Helicopters, in particular, spend much of their time operating in nonaxial flight very
close to the wake shed from their rotor system Tilt-rotor and tilt-wing aircraft do
also when operating in their helicopter modes of flight, and additionally they must
transit through expanded envelopes as they convert to airplane flight.
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Overview

The noise that emanates from this class of rotorcraft as they operate under
propeller and helicopter flight conditions has been a ubiquitous source of annoyance
and has helped others detect, classify, and determine the position of rotary-wing
vehicles for many years. In the 1940's and 1950's, research into the mechanisms of
propeller noise was pursued with vigor. However, the phenomenal success of the
jet engine decreased the importance of propeller-driven aircraft and consequently
deemphasized rotorcraft aeroacoustic research. In the early 1960's, the dramatic
use of the helicopter by the U.S. military rekindled interest in rotorcraft acoustics.
Focusing mostly on aural detection of helicopters, researchers began a new assault on
the rotorcraft noise problem which has existed in one form or another up until today.
The emphasis has recently shifted to commercial certification requirements with the
introduction of government-regulated noise rules. However, military detection still
plays an important part of all research and development efforts.

In this chapter, the physical characteristics and sources of rotorcraft noise as
they exist today are presented. Emphasis is on helicopter-like vehicles, that is, on
rotorcraft in nonaxial flight. The specific noise sources of propeller-driven aircraft
are covered in another chapter, and although they are similar in many cases to
rotorcraft noise, they will not be treated in the context of propeller noise here. First,
the mechanisms of rotor noise are reviewed in a simple physical manner for the
most dominant sources of rotorcraft noise. With simple models, the characteristic
time- and frequency-domain features of these noise sources are presented for idealized
cases. Full-scale data on several rotorcraft are then reviewed to allow the reader to
easily identify the type and extent of the radiating noise. Methods and limitations
of using scaled models to test for several noise sources are subsequently presented.
Theoretical prediction methods are then discussed and compared with experimental
data taken under very controlled conditions. Finally, some promising noise reduction
technology is reviewed.

Rotorcraft Noise Sources and Their
Physical Origins

Noise Spectrum of a Helicopter With a
Single Main Rotor

One of the most widely discussed rotorcraft aeroacoustic topics of the past
decade has been the way rotor noise sources are classified (refs. 1 to 5). When
you first hear a helicopter, you are most always impressed by the harshness and
periodicity of the noise. This usually occurs when a rotorcraft is descending or
maneuvering in a terminal area or when it is flying at high speed in a helicopter
configuration. These loud, sharp, periodic sounds are labeled impulswe noise and
clearly distinguish rotorcraft noise from other types of noise In fact, there is a milder
form of periodic noise, rotational noise, that is also distinguishable on rotorcraft.
It has its origins in axial-flight (propeller) aircraft and arises because the rotor is
creating thrust and torque and because its blades must displace air as they move
through space. One might guess that these two different-sounding noise sources are
related mathematically because they are both periodic in nature. While this is true,
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-the aerodynamic origins of the sounds a:c quite differen. These origins serve as the
real classillers of the resulting noise.

Broadband noise is also a source of noise on most rotorcraft. The whooshing
sound usually associated with the start-tip of rotorecraft typifies this type of noise. It
is also noticeable when the helicopter is hovering or flying ove-head at relatively low
alitudes. Binodband noise ha its origins in interaction of the moving blade with
turbulence shed either from the blade itself, from previous rotor blades, or from the
atmosphere. It is usually important at lower tip Mach numbers, where the other
forms of rotor noise do not dominate te spectrum.

Early analysis equipment for acoustic signatures was not as sophisticated as
today's digital technology. Noise measurements made with present-day technology
are done with modern electronic computer-based equipment that can be used to
measure and process extremely narrow bandwidths of data- Sophisticated signal
analyses using fast Fourie" transform (FFT) and signal averaging techniques yield
accurate power spectra and time-histori data. For rotorcraft with constant rotor
speeds, it is possible toliterlly "pull out" periodic signals from random or broadband
noise sources. This is illustrated in figure 2, wherein a 50-16-iaf a 1-Hz analysis of
similar data are illustrated. Because the periodic signal levels are independent of the
bandwidth whilM the broadband noise decreases with baed-idth (10 log bandwidth
ratio), the periodic noise emerges from apparently broadband noise as the bandwidth
of the analysis is reduced. This technique works well as long as the periodic event
is truly periodic. If changes in rotor speed (ref. 6), in frequency because of Doppler
effects, in-rotor-wake positions, or in distances between the microphone and the
observer are allowed, then higher frequencies of periodic noise can smear across
the narrow bandwidths and begin to appear to be broadband noisy. In effect, the
distinction between "broadband noise" anid periodic noise sources can blur in the
frequency domain when a basically periodic phen6menon is somewhat unsteady.
Because it only takes small changes to cause this effect, it is suspected that many
previously reported cases of broadband noise were really unsteady periodic noise.
When some of these factors were analytically accounted for in the data analysis of
flyover aircraft, noise leveli that were previously attributed to broadband noise were
reclasgified as harmonic nlzse (ref. 7). More recent data taken under very controlled
conditions have shown that periodic noise dominates the helicopter noise spectra
under most flight conditions.

The noise spectrum of a hovering single-rotor helicopter with its various ,ources of
noise is shown in figure 3. Main-rotor, tail-rotor, broadband, and other noise sources
are identified, although there is some controversy as to whether the broadband noise

shown in this figure is truly broadband noise or whether it is nonstationary periodic
noise. Each noise source is truly a contributor to the radiated acoustic signature, but
only a few sources actually dominat: on most rotorcraft. This results because most
rotoreraft manufacturers design their machines to be as totally efficient as possible
while meeting the requirements of safety, low vibration, etc. A by-product of this
process is the fact tha; the tip Mach numbers in hover range between 0.6 and 0.7 on
most rotorcraft of today. This compromise uses the full aerodynamic capability of
the rotors without encountering severe compressibility effects over the design flight
envelope and without compromising the structural integrity of the aircraft. Because
the hover tip Mach numbers are relatively high, impulsive and rotational noise
sources usually dominate the spectra of rotorcraft. In this chapter, we shall focus
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I Figure 2. Effect of banduwdik red uction On Spectra of rotorcreft noise.
orattention on the loudest noise sources in the belief that, if they are mitigated,mchi of the rotorcraft noise and annoyance problem will be as well.f Governing Acoustic Equation

Blade-Fired Coordinates
Most of the material that is discussed in this chaptcz can be mathematicallyrepresented by the following general well-known integral equation which governs thenoise radiated from a body in arbitrary motion:

ff1. PZxj fJ 1Ni (1)R

+OJJ~~ov 1 , j dS))
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where e 9  §I : 52mmohfnnjc

Pij = ri

x observer position

17 source position

t observer time

r source time

AfR Mach number of source in observer's direction

dV elemental volume in a reference frame fixed to the
body

(IS elemental area in a reference frame fixed to the body

P, pressure on the blade surface that acts on the
surrounding medium, p - p

p~ =- PO
U2 , Uj components of fluid velocity in directions x, and x,

flj unit normal outward from the surface

Vn velocity of surface in the normal direction
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6
ij Kronecker delta

p fluid density

P0 fluid density at rest

p fluid pressure

P0 fluid pressure at rest

This equation was derived in reference 9 and-has-been expanded uipon by many
researchers (refs. 10 to 12). Far-field acoustic density is explicitly expresed in
terms of integrals over the body surface and the surrounding volume in a reference
frame moving with the body surface. For rotorcraft applications the blade itself is
considered to be the moving body, so the reference frame for equation (1) is in blade-
fixed coordinates moving with the rotating blades. Note that equation (1) is in the
strictest sense a nonlinear integral equation over all space. Often, the right-hand-
side integrals are assumed to be bounded and finite and basically independent of the
acoustic pressure. Under these conditions, all three terms in equation (1) can be
interpreted as sources of rotorcraft noise: the first term represents noise due to fluid
stress and becomes important at high Mach numbers; the second term represents the
noise due to blade surface pressures pushing on the fluid; the third term describes the
noise that is caused by the blade displacing fluid as it traverses its circular path. Foracoustics, it is normally assumed that p/= 4pt, so the left-hand side of equation (1)
can be interpreted as acoustic pressure.

The circular blade path of each rotor blade causes much of the apparent complex-
ity of rotorcraft noise calculations. All sources must be tracked in this circular path,
with particular attention paid to source and receiver time of emission and reception,
respectively. This is largely a geometric problem, but one of considerable complexity.
Fortunately, the computer thrives on such tasks and makes these laborious compu-
tations quite easily. This does not, however, eliminate the need for a solid physical
understanding of the rotorcraft noise problem.

A sketch of the geometry of a simple hovering rotor is shown in figure 4. Depicted
are steady force (lift and drag dipoles) and steady thickness (monopole) sources on
a single blade. The distance R between an arbitrary point on the rotating blade and

the observer is also shown. These steady force and thickness effects can be thought
of as rotating dipoles and monopoles, respectively, and are described mathematically
in this blade-fixed coordinate system by the second and third terms of equation (1).
According to this equation, the radiated noise due to steady force is simply a spatial
derivative of the summation of force source terms at the correct retarded time,
and the radiated noise due to steady thickness is simply a time derivative of the
summation of thickness source terms taken at the correct retarded time. In essence,
a simple linear three-dimensional wave equation is being solved. The retarded time
operator keeps track of source emission times r and receiver times t.

T+ = t (2)
CO

A source of sound emitted at an earlier time -r = t - 9 at a distance 9 away from anCon

observer must travel R see to reach an observer at time t. The factor 11 - MRI in the

71



-! Schmitz

denominator of all the terms in equation (1) is the well-known Doppler factor and is a~direct result of choosing to describe the acoustics of rotors in the moving-blade firame

of reference. The Doppler factor strongly increases the magnitude of each term of
equation (1) as MR approaches 1.0. When MR = 1.0, equation (1) becomes singular
and requires special numerical treatment. Fortunately, most conventional helicopters
do not fly with tip Mach numbers of 1.0; MR for high-speed advancing flight is
typically not greater than 0.9. Under most cruising helicopter flight conditions
(MV = 0.85), -the second two terms of equation (1), which are the important
contributors to the noise radiation, can be evaluated in a simple, straightforward
manner.

Lo.frequcncy harmonic noise

Lift (thrust) T u

do (shon neg.) Drag (torque)

Figure 4. Geometry of simple hovering rotor.

Space-Fixed Coordinates

There is an equivalent representation of the noise generation process that il-
lustrates the role of the circular geometrv and highlights the fact that a simple,
three-dimensional wave equation is being solved. First, the distributed sources are
represented by equivalent point sources. For simplicity, consider only rotating point
forces (force/length). Then, instead of describing these point sources as rotating
sources, they are viewed as an entire disk of stationary sources that lie in a plane
described by the rotating blade and bounded by the tip of the blade itself, as shown
in figure 5. These stationary sources are then "switched on and off' at the appro-
priate times as the blade reference line passes over that particular position in space.
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The resulting solution of the wave equation (only force effects considered) becomes

4irpf(x,t) -- -Jf [ dA (3)

where Fi Pij is the force/area exerted on the fluid and A is the area of the fixed-
space source distribution. Although this equation looks as if the Doppler factor
has been eliminated from the analysis, it has not. It reappears as the derivative of
the switching functions and this derivative must be accounted for in this analysis.
Most early researchers (refs. 13 to 15) developed their analyses using the fixed-
space description of the wave equation given in equation (3). Either approach is
still useful today, as they are &juivalent. However, treating distributed sources as
effective point sources is only Wid when the distribution of source strengths is not
important. In general, this occurs when the speed of the sources is much less than
the speed of sound. The problem is said to be "compact" and distributed sources
can be acoustically represented as point sources. The fixed-space representation of
this problem can be extended to noncompact acoustic problems as well (ref. 16).

Rotating blade

Nonrotating

planar disk

(thickness and dipole)

Figure 5. Fixed-space representation of classical thickness and loading acoustic
sources.

Hovering Harmonic Noise

Both time- and frequency-domain results are shown in figure 6 for steady
loading of a radial distribution of dipole forces and monopole thickness effects for a
representative one-bladed hovering helicopter with a tip Mach number of 0.65. In
general, a simple pulse is produced for each blade during one rotor revolution. The
dominant pulse characteristics are controlled by those parts of the rotor disk that
have the highest Mach number in the direction of the observer. For the in-plane
microphone positions, thickness noise dominates the pressure time history.

Thickness noise

The actual shape of the thickness noise source can be demonstrated by considering
the tip of a single rotating blade. Choosing a blade-fixed coordinate system and
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Figure 6. Relative contributions of steady loading and thickness effects to
helicopter rotor noise.

rewriting the third term of equation (1) for a far-field observer, we obtain

p,(,,t) = 1. Nurpn ] dS(n/) (4)
4,rJ &11[R1 - AI.

The simplest way of describing this integration is to divide the tip section of the
blade into two chordwise panels. The first panel is composed of "sources" and the
second of "sinks," as shown in figure 7 for a single-bladed rotor. The strength of
the source is equal to the mass flux of fluid being displaced by the blade section
as it moves through space. For the single source shown, the mass flux is equal to
pOVn and is positive for the forward portion of the blade section. The sink is simply
the negative source and represents the mass flux of the fluid which is necessary to
represent the rear portion of the rotor-blade section. In these heuristic arguments, it
is important to remember that each singularity must travel a slightly different path
to the observer location and therefore will arrive at different retarded times.

One of the most interesting aspects of the evaluation of the thickness integral

JJl ] -MJ

is that the integrand is a function of , which depends upon the observer

location. The factor [I represents the Doppler amplification of a-oustic signals
and is a strong function of MR, the Mach number of the moving source or sink in
the radiation direction. As shown in figure 8, for an observer in the disk plane M
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Rotor Noisebecomes a maximum when azimuthal angle io 90. Thus, we would expect thethickness noise peak to originate near 900 .

Outer , ection of
the blde

Source I-- C ---- 4 Sn

Figure 7. Simple source and sink representation of blade thickness noise.(From ref. 5.)
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90 00 270

0), (legFigure 8. Doppler amplification geometry. Ro/r = 20; MT = 0.8. (Fromref. 5.)
Now let's sketch a graphical outline of the integration for the in-plane observerlocated directly ahead of the rotor (fig. 9). First, consider the simple source( ovn = 0). Then ff [ ff-1J dS(j) becomes as indicated in figure 9. Similarly,the integral of the simple sink (Povn = 0) becomes the same curve shifted (delayed)in observer time csin b/2r see, where c is the rotor chord, Ql is the rotor rotationalrate, and r is the radial position. For a fixed observer at large distances from thesingularities (Ro/r > 6),

tSOurce t sink + csint
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Figure 9. Doppler amplification of simple sources. (From ref. 5.)

Adding both the source and the sink at the correct observer time results in the upper
curve of figure 10. Although not explicitly shown, the above arguments depend upon
the correct evaluation of the retarded time equation t - r = R/co. The simple shift
in observer time causes the two sources not to cancel. Taking the derivative with
respect to time yields the pulse shown on the lower half of figure 10. This is the major
mechanism of linear thickness noise and it is characterized by a large negative pulse.
In much of the early literature, the sign of the thickness pulse was often mistakenly
thought to be positive.

Adding many sources and sinks to accurately model the blade thickness distribu-
tion along the blade chord and radius does not change the basic shape of the radiated
acoustic thickness pulse. However, as the hovering tip Mach number MT increases,
the amplitude of the negative thickness noise pulse increases quite rapidly. For
most hovering rotorcraft, these simple linear arguments work well below MT = 0.85.
Above this value, flight data reveal that nonlinear effects begin to play a large role
in the in-plane acoustic radiation.

Steady-Force Noise

A similar set of heuristic arguments can be used to illustrate the noise produced
by rotating steady dipoles (forces). With the second term of equation (1) used as the
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Peak ncgatit pulse, at O, 0+

Figure 10. Simple source and sink far-field acoustic pressures. (From ref. 5.)

mathematical basis for the arguments, an entirely different characteristic time history
is produced, as shown in figure 6 for steady in-plane drag and out-of-plane thrust
forces. Both pulse shapes are basically asymmetrical in character, very different than
the nearly symmetrical thickness noise pulse. In the plane of the rotor, the acoustic
pulse amplitude is controlled by the in-plane drag of the rotor. For typical hovering
rotorcraft tip Mach numbers, the in-plane peak amplitude is about the same level
as the negative peak of the symmetrical thickness noise pulse. 'However, noise due
to steady in-plane drag decreases as the observer moves above or below the tip-path
plane of the rotor. Noise produced by the steady thrust of a hovering rotor also

has a similar asymmetrical character but does not radiate to an observer located
in the tip-path plane of the rotor (fig. 6). However, at observer positions above or
below the rotor tip-path plane, steady thrust becomes the dominant contributor to
the measured noise while the contribution of blade thickness is lessened. Below the
rotor tip-path plane, the noise due to steady thrust and drag tends to be additive
in phase. Above the rotor, noise due to steady thrust changes sign and tends to
cancel the in-plaa:e drag radiation. At the on-axis positions, the distance between
any rotating source and the observer is a constant R. It follows that MR, the Mach
number of the source in the direction of the observer, is also constant. Therefore, for
steady forces, all the terms under the integrals in the second term of equation (1) are
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constant. Consequently, no acoustic radiation is predicted for the on-axispositions
depicted in figure 6.

Another important feature of all these pulse shapes is their relatively smooth
time-history. They represent the summation of steady-source terms amplified by
their respective Doppler factors and summed at the correct retarded time. As long
as the tip Mach number of the rotating source remains < 0.7, no sharp impulses are
expected. If a Fourier analysis is applied to the resulting time history, a sequence
of Fourier series coefficientsare generated that rapidly decrease in amplitude with
increasing harmonic number, as illustrated in figure 6. Because the noise-generating
mechanism is periodic, the amplitude of the power spectrum pulse is independent
of the analysis bandwidth. If the rotoreraft has B blades ins tead of just the single

blade considered sojfar, B equally spaced pulses would result. In the frequency
domain, the fundamental frequency of the rotor noise would now become B times
the fundamental rotation rate of the roto.

These very simple arguments explain the physical origins of the low-frequency
harmonic noise of most rotorcraft and propeller-driven vehicles. Analytical expres-
sions describing this phenomenon were first developed over 40 years ago by Gutin
(ref. 13) using equation (3) in a fixed-space reference frame. For ease in analytical
calculations, the thrust and drag (torque) of the rotor were assumed to act along a
radial distribution of points, as depicted in figure 4. For an observer in the far field,
the expression for the acoustic pressure of the mBth harmonic becomes

, -Tcos,, + a JmB /___ rsina dr (a)

PrB 2dr Pr dr) CO

where

Jn(X) Bessel function of the first kind of order n and
argument X

m harmonic number

B number of equally spaced rotor blades

r rotor radial position

R rotor radius

0l rotor rotational rate

cO undisturbed speed of sound

HO distance between the rotor hub and the observer

dT dD radial distribution of thrust and drag of the rotor"W , r"

a elevation angle of observer with respect to the rotor
plane (see fig. 4)

Gutin further simplified his analysis by assuming that the loading could be

concentrated at a point of effective action along the rotor radius re. Integrating
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equation (5a), his expression for the root-mean-square, (rms) acoustic pressure
becomes

I mBfl oD. '~2 (
PmB = 2-Te cos r + JmB ( resin (5b)

where re is the effective point of action of the thrust and torque and T and De are
the total thrust and drag of the rotor. Gutin found that for low orders of harmonies,
choosing re ;- 0.8R yielded good results.

The radiation effectiveness of these steady noise sources increases dramatically
when the tip Mach number of the rotor is raised toward 1.0. As we shall see later,
the resulting noise becomes distinct and sharp in the time domain, causing a slow
or nearly nonexistent roll-off in the harmonic character of the radiated noise.

Unsteady-Force Noise

Another important source of rotorcraft noise is the unsteady rotor-blade forces.

These forces can occur in both axial and nonaxial flight and can be very efficient
sources of radiated noise. They can be divided into two classes: those unsteady forces
which are periodic in nature and are fundamentally related to the aerodynamic events
associated with the periodic flow states of the rotor, and those unsteady forces which
are not periodic in nature. In the latter case, the aerodynamic events are random,
causing random forces and a type of broadband noise radiation.

Unsteady periodic forces usually abound on the modern rotorcraft and are
i efficient generators of harmonic noise. Unsteady-harmonic-force noise can be further

subdivided according to its inherent frequency content: low-frequency harmonic noise
is due to low-frequency aerodynamic events, and high-frequency harmonic noise is
due to near-impulsive but periodic aerodynamic events.

Low-frequency harmonic noise radiation is a result of low-frequency harmonic
variations in the lift and drag of each rotor blade as it traverses the rotor disk.
Figure 11 graphically illustrates noise for one blade of a hovering rotor and, for
simplicity, depicts the contribution of lift at one radial location to the radiated noise.
The smoothly varying loading shown can occur in hover to some degree. Fuselage
interference, nonuniform downwash (or upwash), wind, and cyclic (first-harmonic)
control piloting input all create low-frequency loading harmonics in near hovering
flight. As with steady forces, the distributed noise sources are Doppler shifted, the
result being that much of the energy of the unsteady periodic forces is strengthened
in the same direction as the movement of the source. As illustrated in figure 11, for
an observer 15" under the disk plane the acoustic waveform exhibits features that
are spread out over the period, an indication that unsteady forces can contribute
to the noise at all azimuthal positions. Also, on the axis of rotation the unsteady
forces now radiate noise. Even though the radial source point is at the same distance
from the observer, the time-varying nature of the resulting unsteady forces generates
radiated noise on the rotor axis. When viewed in the frequency domain, these low-
frequency acoustic phenomena appear as additional harmonies of noise. Instead of
falling off rapidly, the harmonics now fall off more slowly and obey no real pattern,
as illustrated in figure 11.

79



Schmitz

,Unsteady periodic loading (low frequency)
steady

lift

one - no -
revolution

(a) o = -90' .  (b) ao = -15'.

Figure 11. Relative contributions of low-frequency unsteady loading to
helicopter rotor noise.

Forward-Flight Harmonic Noise

The aeromechanics of a rotor in nonaxial flight are quite complicated and are the
subject of much research. As shown in figure 12, there is a basic asymmetry in the
velocity field of a rotor blade in forward flight. At tP = 900, the helicopter forward
velocity adds to the relative velocity over the blade due to the rotor-blade rotation,
while on the retreating side (0 = 270') the helicopter forward velocity reduces the
relative velocity. If a perfectly rigid rotor blade were fixed to the rotor hub and if the
blade pitch angle were not changed as a function of tP, uncontrolled rolling moments
would be produced by the differences in lift due to this velocity asymmetry.

The modern rotorcraft has flexible rotor blades and may or may not have flapping
hinges that allow the rotor blades to flap in response to moments about the rotor hub.
Blade flapping in response to the unbalanced rolling moments due to the velocity
asymmetry of forward flight alters the local effective angle of attack of each blade
section. In general, reductions in blade angle of attack occur on the advancing side of
the disk and increases in angle of attack occur on the retreating side. These changes
in effective angle of attack cause a reduction in lift on the advancing side of the disk
and an increase in lift on the retreating side. When integrated in 4' and along the
blade span, these changes in blade lift help reduce the unbalanced rolling moment.
In addition, simple (first-harmonic) cyclic control is normally used to help balance
moments about the rotor hub and to control the rotor orientation in space.

80



Rotor Noise

Top view i Aircraft-
ptching axis

'U _ flr~U 2 70*

% Retriating side

Rolling velocity

Forward velocity

, of the helicopter

Advancing side flr+U-. ,

Figure 12. In-plane velocity asymmetry for rotor in nonaxial forward flight,

All these effects and others not discussed in this simple description of rotor control
alter and influence the local aerodynamic force field of a rotor in nonaxial flight. The
net effect is to produce a complex periodic distribution of rotor air loads, an example
of which is shown in figure 13. These unsteady periodic blade forces are rich in low-
frequency harmonics. Depending upon the particular flight condition, the forces can
also contain high-frequency (impulsive) air loads.

a 30-

207 0. 270*

el

Forward velocity
of the hehopter

Figure 13. Air loads of rotor in forward flight. (From ref. 17.)

Low-Frequency Noise-Thickness and Force

The predominant mechanisms of low-frequency harmonic noise for a helicopter
in forward flight are quite similar to those in hover. However, the geometry of

the moving rotor affects the Doppler factors, the retarded-time equation, and the
velocity field that the blade experiences, and must be accounted for in equation (1).
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Hfigh-Sped Jmptdsire (I) N~oise

As the admncing-tip Mach number of the helicopter approaches transonic values
10.9), the negative peak of the forwad-flight thidcess-noise pulse shape grows
dramatically in amplitude and dominates the waveform time history in the plane
of the rotor. The negative pulse becomes quite narrow and impulsive in character,
radiating large amounts of in-plane acoustic energy. Further increases in advancing-
tip Mach number cause dramatic changes in waveform pulse shape and further
increase the harmonic content of the radiation noise. This extreme of thickness
noise is called high-speed impulsive (HSI) noise and is the dominant source of rotor
harmonic noise when it exists. HSI is discussed in some depth subsequently in this
chapter.

Blade- 'ortex Intcr lion (B V) Noise

Another source of high-frequency unsteady periodic loading noise is also one of
the most important sources of rotor radiated noise. This noise is due to impulsive
aerodynamic events that occur at deterministic locations around the rotor azimuth.
These impulsive events are most likely to occur when the rotor is in nonaxial
translation and the tip vortices from preceding blades interact with the following
blades. A very simple sketch of this phenomenon is depicted in figure 14. A
sudden impulse is produced near the leading edge of the rotor and generates an
impulsive noise that radiates away from the rotor. This impulsive event contains
many harmonics of radiated noise and is considered by many people to be the major
source of annoyance for rotorcraft.

The qualitative characteristics of blade-vortex interaction IVI) noise can be
shown with simple two-dimensional heuristic arguments. The arguments are pre-
sented in the time domain so that acoustic events can be ordered in azimuth angle
0 and finally in observer time t for a given microphone location. Consider the top
view of a two-bladed helicopter rotor at an advance ratio j of 0.145 (p = U/fIR =
Forward velocity/Rotor-tip speed), which is shown in figure 15. The epicycloid-like
patterns were derived from a "free-wake" computer code (ref. 18).

We know from theoretical considerations that most of the radiated noise is
generated near the rotor tip. We also would expect BVI noise to occur when the
rotor blade (outer 20 to 30 percent) passes close to the trailing-tip vortices. As
shown in figure 15, there are seven possible BVI's (labeled I to 7). The strength
of each interaction is governed by the local strength of the tip vortex, the core size
of the tip vortex, the local interaction angle of the blade and the vortex line, and
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Figure 14. Contlution of igh-frequncy airlotuis (impulsive evnts) to
ixelicopter rotor noise.

the vertical separation betwe-n the vortex and the blade. In general, the induced
velocity of the rotor disk tends to make the tip vortices pass under the rotor disk in
level, steady-state flight conditions for it:, 0. 145, as depicted in figure 16. However,
if the rotor operates in steady descending flight, then the positive inflowv (upflow)
tends to force the epicycloid-type pattern into the rotor disk plane and causes strong
blade-vortex interactions.

The net result of such considerations is shown in figure 17 for the AH-I helicopter.
A map of the regions where BVI encounters occur is shown as a function of the
helicopter rate of climb. Notice that for this hcicoptr, the sven possible BVI
encounters do not all occur at the same rate of climb ad hence may not all radiate
noise under the same rotor operating conditions. Of these seven potential BVI
encounters, a few are known to radiate very strong impulsive noises. Consider
ineractions I to 4, which are all on the advancing side of the rotor disk and occur
during descending flight. Interaction 3 in particuar is an encounter in which the
blade and the vortex are almost parallel during the interaction and is known to be
a major source of BVI noise. In this case, simple two-dimensional arguments can be
used to estimate the correct shape of the advanei g-blade acoustic pulse (fig. 18).
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Figure 15. Blade-vortex intersections during partial-power descent. (From
ref. 18.)
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Figure 18. Advoncing-blade element encountering a two-dimensional rortmr
(From i. 18.)

I *

Figure 19. Changas in angle of attack a, and section lift L, due to two.
dimensional BVI. (From ref. 18.)

A sketch of a possible angle-of-attack time history as the vortex passes near
the airfoil is shown in the upper part of figure 19. The time scale shown has
been stretched so that the character of the radiated noise can be illustrated. For
incompressible flow, this will result in a net positive lift versus time on the rotor,
which is shown on the lower part of figure 19. In these simple two, dimensional
arguments, the entire blade is assumed to feel the presence of the changing angle of
attack. The resulting time-varying force field is impulsive in nature. The radiated
noise is given by the second term of equation (1),

P() = -I-L, P1 J13 dS(,1) (6)

With the entire blade treated as a single radiating body (an acoustically compact
body) and radiation to the far field, this expression can be rewritten as (ref. 11)
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where

ijnj :t- ALi- =ALcos(

AL local sectional lift of a blade

angle between the surface normal in the
direction of the force on the fluid and a line
from the point of the applied force to the
observer (see fig. 20)

Equation (7) plus the lift time history govern the shape of the BVI noise. Similar
to the case for thickness noise, the Doppler amplification alters the magnitude of the
radiation force field, but not the basic character. Thus, the shape of the radiated
acoustic pressure becomes that shown in figure 21.

O1crver

Figure 20. Geometry for far-fidd observer. (From ref. 5.)
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Fzgure 21. Acoustic pressure signature of advancing BVI.

The net effect of BVI disturbances on the advancing side of the rotor disk is
acoustic radiation of a sequence of predominantly positive spikes similar to that of
figure 21. These near discontinuities are of varying strengths and occur between

= 00 and ¢ = 900. For the observer in the far field, these positive-pressure
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impulses will generally arrive before the large negative thickness noise pulse, which
forms near , = 900. Notice that the acoustic radiation decreases as the observer
approaches the plane of the rotor disk (i.e., cosC - 0).

Now consider the BVI on the retreating side of the rotor disk (interactions 5
to 7). Again, using our simplified two-dimensional qualitative model, we have the
geometry in figure 22.

"@flR I- Uinnu

re Reircaling blade

Figure 22. Geometry for BVI on retiteting side of rotor diskL (From ref. 18.)

For retreating BVI, the sign of the approaching vortex is opposite to that for
BVI on the advancing side. Therefore, by similar arguments, the net effect is a
predominantly negative radiated acoustic signature for each BVI on the retreating
s ide, as shown in figure 23. The time of arrival of most of the negative pressure pulses
is different than that of the positive BVI pulses. For the two-bladed-rotor epicycloid
pattern shown in figure 15, the far-field observer will see retreating BVI's 6 and
7 occur later in time than the thickness noise pulse. As these simple arguments
demonstrate, both the sign and the timing of the acoustic pulses can often help
isolate the origins of the radiated impulsive noise. Obviously, these simple qualitative
arguments do not tell us many of the more interesting details. However, they do help
us interpret measured impulsive noise acoustic data.

These sharp acoustic events of BVI and HSI noise are subjectively quite loud
and tend to set the noise acceptance of this class of vehicles. When viewed in the
frequency domain, many harmonics of periodic noise are present that can be equal
to or greater than the amplitude of the fundamental.

Broadband Noise

There is another class of noise associated with rotorcraft that is more "broadband"
in nature and as such is labeled "broadband noise." It can be one of the important
contributors to the subjective assessment of rotor annoyance in situations where
impulsive noise is notably absent. A variety of mechanisms are responsible for
generating broadband noise. All the mechanisms have the common characteristic
of tending to generate continuous acoustic spectra These spectra result when tile
rotor blades interact with the turbulent inflow to tile rotor arising because of rotor-
blade wakes, blade boundary layers, or the ambient atmospheric turbulence in which
the rotor operates. Figure 24 (ref. 19) lists the sources of broadband noise as blade
self-noise sources and turbulence-ingestion noise sources

Turbulence-ingestion noise is a form of broadband noise because the unsteady
pressure fluctuations are randomly distributed in time and location. This noise
is generated when blades interact with atmospheric turbulence and is somewhat
similar to the noise measured on propellers (as discussed in another chapter). At
low frequencies which are due to large turbulence eddies, stretching the eddies as
they are ingested into a hovering rotor can form them into long shapes which are cut
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Figure 23. Angle-of-attack, lift, and acoustic pressure t~me histomes of
retreating BVI.

several times by the rotor blades, each cut creating a small-time-duration, impulsive
event, as shown schematically in figure 25 These stretched eddies are cut at various
random stations throughout the disk. As each stretched eddy is cut a number of
different times in some nearby locations, the broadband signal displays humps at
blade-passage frequencies and harmonics, and this chopping of the eddies creates a
"peak-valley" shaped spectrum (ref. 20). The longer and more stretched out an eddy
is, the more times it is cut at a similar location in the disk and the narrower the
peak of the noise associated with it. However, except near hover, this elongation of
large eddies is weak and gives a peak-valley spectrum shape only at low harmonics.
At higher frequeiicies, the small size of the eddies does not enable each eddy to be
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Figure 24. Categorization of helicopter rotor broadband noise. (Based on
ref. 19.)

cut more than one time, and thus the broadband noise signal becomes quite smooth,
as illustrated in figure 25.

The whooshing sound of rotors is governed by the higher frequency part of the
turbulence-ingestion noise and blade self-noise generation. It is most noticeable on
helicopters or propellers during start-up or shutdown in the near acoustic field A
shed wake system, consisting mostly of shed vorticity, induces a changing force field
on the rotor that swishes through the air. This sound is thought to be important
only when all other sources of noise are mitigated, or at very low tip Mach numbers
atypical of normal rotorcraft flight.

Because of the number of sources present, the dominant contributors to particular
portions of a rotor spectrum are a matter of controversy. Identifying noise as
being discrete or broadband often can depend upon tie researcher's viewpoint and
how the data are processed and interpreted. This can make the identification and
quantification of the noise through measurement very difficult, even if the conditions
under which the noise is taken are almost ideal. As previously discussed, a typical
narrow-band plot may or may not include a burst of tone-like noise which, on the
average, may not be periodic but random in nature. The plot will have a tone-like
character at the lower frequencies and become broadband at higher frequencies.
However, small changes in rotor speed (ref. 6), rotor and wake unsteadiness,
unsteadiness in microphone-to-source distances, and changing Doppler effects also
cause discrete noise to appear broadband in character at higher frequencies. Thus,
it is quite possible to measure what might look like a broadband noise spectrum of
a basically periodic phenomenon. Many such interpretations of full-scale flight data
were made in this manner in the past.

More recent research under carefully controlled conditions has clarified the
problem (ref. 21). New measurement methods use narrow-band spectral analysis
and supplementary diagnosties to more clearly distinguish between truly broadband
noise sources and randomized periodic noise sources.
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Fzgure 25. Origins of turbulence-tngestion noise.

Some Measured Data

Hover

One of the most difficult tasks in rotorcraft acoustics is to measure the ,ddiated
noise under carefully controlled conditions. Although it is relatively easy to measure
rotorcraft noise, it is much more demanding to specify or carefully control all the
parameters that can affect the radiated noise during the measurement process. For
example, most sources of noise are affected by the aerodynamic state of the rotors.
This in turn is controlled by the performance of the rotor in or out of ground
effect, the pilot's ability to hold a steady hover, and atmospheric turbulence. In
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addition, the proximity of the ground, type of ground vegetation, and ambient wind
and temperature effects also can distort the measured acoustic signal. Controlling
all these parameters on a full-scale helicopter has proven to be almost impossible,
although several very clever, near-perfect experiments have been attempted (refs. 22
and 23).

One particularly intriguing and illustrative experimental arrangement is shown
in figure 26 for an OH-6A helicopter in simulated hovering flight (ref. 24). The
complete helicopter was mounted on a specially developed quiet test rig that allowed
the main rotor, tail rotor, and engine to be run separately or together. The recording
microphone was in the acoustic far field, 7.6 main-rotor diameters dmr from the
rotor hub in the nearly in-plane position. The measured sound pressure level versus
frequency for the main rotor alone and for the complete helicopter are shown in
figures 27 and 28. As discussed previously, the low-frequency main-rotor harmonic
noise decreases rapidly with increasing harmonic number. Notice, too, that there are
many harmonies of the main rotor (over 50).

The hump in the curve in figure 27 above a frequency of 600 Hz is caused by a
ground reflection which reinforces and destroys the harmonic decay according to the
wavelength of the emission. The complete plot of OH-6A helicopter SPL versus fre-
quency is strongly influenced by tail-rotor harmonic noise, as shown in figure 28. The
higher tail-rotor rotational rate causes higher frequency tones and multiples thereof
which dominate the spectrum at frequencies above 100 Hz This particular set of
data is typical of rotorcraft with a hovering tip Mach number MT of about 0.6. At
higher values of MT, the SPL falls off less rapidly with harmonic number. It is also
worthwhile to note that the data shown here were taken under ideal conditions. The
rotor speed was held precisely at the desired value, the helicopter was fixed in space,

Top uco

(7 Gd.r)

Side I',lw

Micropholi'

T-st rig 6 ft ft

Figure 26 Microphone height and location relative to OH-6A test helicopter
mounted on special test rig. (Pronm ref 24.)
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Figure 27. Narrow-band spectrum plot for OH-6A helcopter-main rotor onlyi
(4-bladed). (From ref. 24.)
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F 3ure 28. Narrow-band spectrum plot for complete OfI-6A helicopter in
simulated hover (From ref 24)
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and data wue taken only uinder 'wo ind- conditioms If Ar ofthese paraincers
were allowed to vnay then the periodicity of the crent =i&l appear to change
This, in turn, would have the efica of broadening the discrete harmonic spectinit
into a more broadband spectrumi, especially at higher frequetscies. Therffore the
samne data taken on a real hovesing helicopter might appear to have o*l resy low-
frequency harmonic noise with a more broidband chzaracter at higher frqurecs.
Nevertheless, the low-frequency harmonic character of the radiated acoustic field is
t)ypical of almost all rotorcral!. As discussed, blade thickness and steady forma camse
most. of this low-firquenc) noise to radiate to the acotic far field.

Forward Flight

Rotorcraft impulsive noise has also been very cariefully measured in some bench-I
mark experiments: (refs. 25 and 26). Data have been taken with an ini-flight masure-
ment technique whereby the measurement microphone is Bourn in formation with the
subject helicopter, as shown in figure 29. The major advantages of gathering data

in this manner are (1) no ground reflections, (2) long and steady data samples, and
(3) helicopter flight conditions and directivity profiles which are easily explored. A
relatively quiet aircraft was chosen as the measueanent platform to keep the hack-
ground noise beneath the signal level of the helicopter. Fortunately, the impulsive
noise signal levels of most rotoreraft are quite large, a fact which makes this an ex-
cellent data-gathering method for this type of noise- The data shown in figures 30 to
36 were measured on the UH-iH1 helicopter, which is known to radiate B% 1 impulsive
noise and HSI noise.

The helicopter flight conditions which were investigated for the UH-111 helicopter
are shown in figure 30. High-speed impulsive noise was measured in high-speed for-
ward flight, and BVI impulsive noise uras measured in moderate-speed forward but
descending flight. Also illustrated in figure 30 are contours of 1W! noise as hearda
in the helicopter cabin. In early experiments. it was thought that noise which was

Fixed

U~w -- - -

Fique 29 Tecniqe fo in-ligh acusti meauremnt.(171 ref 5.
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Figure 30. lmpusire-noise boundaries for UH-IH hdicopler. (From ref. 5)

512 Ii I 7

Figure 31. Composite illustration showing dominant UII-III acoustic wave-
form features. (From ref. 5.)

heard in the cabin of the helicopter was a good indicator of when BVI impulsive noise
was being radiated to the acoustic far field. This in-flight measurement technique
confirmed that BVI noise is radiated when it is heard in the cabin lowever, the
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Figure 32. Averaged acoustic signature of UH-IH impulsive noise for 112
,'evoution versus forwcard airspeed and rate of descent- (Fromn ref. 5.)

technique also showed that BVI noise can radiate in other directions and, because
of geometry, cannot be heard in the cabin. Therefore, if a pilot were to fly so as to
minimize the cabin impulsive noise, lie might still be radiating BVI noise to ground
observers.

It was generally observed from the measured data that the far-field acoustic
waveform radiated by each blade was composed of multiple pulses. As many as
three distinct pressure disturbances could be repetitively identified in the acoustic
waveform. For identification of this waveform structure, an idealized composite
drawing of the acoustic waveform showing this multipulse composition is presented
in figure 31. This figure illustrates peak pressure amplitude of the acoustic signature
versus one half revolution (one blade passage) in time, with time increasing from left
to right. The peak pressure amplitude scale used here is an absolute scale measured
in dynes per square centimeter. On this scale, a sinusoidal-shaped waveform with a
peak pressure amplitude of 512 dynes/cmn2 would exhibit a root-mean-square (rms)
SPL of 124 dB.
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Figure 33. Longitudinal acoustic directivity for 111-111 in level flight at
115 knots IAS. /3 = O'. (From ref. 5.)

The composite waveform model illustrates three predominant pressure charac-
teristics observed in the data. They are shown in the same relative sequence and
approximate pulse width that are characteristic of the measured data Typically, the
sequence begins with one or two successive positive increases in pressure ("triangu-
lar" pulse shape in fig 31). These positive-pressure peaks are followed by a large,
near-triangular negative-pressure pulse At high advance ratios and high advancing-
tip Mach numbers, the negative-pressure pulse increases in amplitude more slowly
than its subsequent rapid positive pulse, and the waveform is represented more by
a sawtooth, or half-triangular, pulse. Finally, an extremely narrow positive-pressure
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With the qualhtative arguments presented at tihe beginning of this chapter, it is
possible to trace the origins of thle noise. As indicated in figure 31, the negative pulse
is associated with thickness effects It occurs in source coordinates at about 90
The intial poitie pulses are a direct result of blade-tip-vortex interaction on the
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Figure 35. Unaveraged acoustic signatures of UII-JH as function of forward
airspeed and rate of descent. (From ref. 5.)
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noise. (From ref. 26.)

advancing side of the rotor disk As we have shown, they occur nefore thle thickness-
noise impulse (at V; 00 to 900). Tile subsequent rapid decrease in pressure is really
just a manifestation of intense thickness noise. It occurs when the thickness noise
(and its associated aerodynamics) is so large that local shocks on the blade radiate
to the far field In this latter case, nonlinear terms need to be added to the simple
linear calculations to predict the acoustic far field.

In-Plane Noise

Figure 32 presents a performance matrix of measured in-plane acoustic data at an
indicated airspeed (IAS) of 80 to 115 knots and rates of descent of 0 to 800 ft/mm.
To show the data trends more clearly, the acoustic waveforms for each condition were
averaged 128 times. The resulting acoustic waveforms, corresponding to one blade
passage, were recorded at a nominal hub-to-microphone separation distance of 95 ft,
with the microphone positioned directly ahead of the helicopter and nearly within
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the plane of the rotor tips (az 00). Each of the acoustic time histories has the same
amplitude scale, shown with the upper right waveform in figure 32.

The peak amplitude of the large negative-presure pulse is strongly dependent
upon the forward speed of the helicopter. (The advancing-tip Mach number MAT
is the important governing nondimensional parameter.) Although the width of the
negative pulse appears to decrease slightly with increasing speed, no consistent trends
in amplitude or pulse width could be deduced with changes in descent rate. It is
interesting to note that under level-flight conditions at all airspeeds, no impulsive
noise was heard in the cabin, an indication that, for all flight conditions tested, the
pilot was unaware that the helicopter was radiating that part of the impulsive noise
waveform associated with the negative-pressure peak.

At the high forward speed of 115 knots, the large negative-pressure peak, when
measured nearly in-plane, is followed by a positive-pressure pulse which v-ars from
blade to blade. This extremely rapid rise in pressure documented herein was so
intense that it was heard directly in the cockpit of the measuring aircraft over and
above the aircraft's own internal noise levels. However, no apparent blade slap was
heard in the cabin of the helicopter at any IAS above 100 knots, regardless of rate
of descent. To the pilot of the helicopter, a moderate increase in vibration level
was the only noticeable effect, even though the UH-1H was radiating tremendous
amounts of acoustic energy. Blade slap was heard in the cabin under partial-
power descents at forward speeds below 100 knots. Blade slap appeared to be most
intense within the helicopter cabin at about 80 knots IAS at a rate of descent of
400 ft/min. The occurrence of this cabin noise correlates with the positive-pressure
pulses which precede the large negative-pressure pulse on the acoustic waveforms. As
discussed previously, these positive-pressure pulses are sensitive to rates of descent
and resulting rotor-wake geometry, thus confirming that these pulses are a direct
result of blade-tip-vortex interaction.

Directivity

Directivity profiles of the UH-1H impulsive noise at an IAS of 115 knots and
a rate of descent of 0 ft/min are presented for a sweep of microphone positions in
figures 33 and 34. The longitudinal angle a was measured from a line drawn between
the rotor hub and the microphone to the rotor-tip-path plane, and the lateral angle 0
was measured from the line between the hub and microphone to the forward-velocity
vector. In this high-speed level flight condition, the measured acoustic pulse consists
of a large-amplitude negative pressure followed by a rapidly increasing positive-
pressure pulse. The negative-pressure peak is predominantly caused by transonic
thickness effects. In the longitudinal plane (fig. 33) the pulse reaches its maximum
level near the in-plane positions of the rotor disk but decreases rapidly to roughly
half this amplitude at a = 130 and continues to decrease uniformly with increasing
a until it is hardly discernible above background noise levels at a = 44* . In the
lateral plane, the negative-pressure pulse decays less rapidly in plane than out of
plane as # is increased. The pulse is approximately half amplitude at fl = 53' and
is still discernible to the side of the helicopter (0 = 720). Although the helicopter
pilot cannot hear any blade slap noise associated with the ihegative-pressure pulse,
an observer who is generally in the path of an approaching helicopter, in regions that
are effectively in the helicopter's tip-path plane, will hear impulsive noise caused by
transonic thickness effects.
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The extremely sharp positive-pressure pulse which follows the large negative-
pressure pulse exists in a narrow angular region near and above the rotor-tip-path
plane directly ahead of the helicopter. This sharp, near discontinuous pulse is
attributable to weak radiating shock waves emanating from each rotor blade and
is responsible for very intense radiated noise annoyance levels.

Blade-Vortex Interaction (B VI) Noise

As shown in figure 32, blade-vortex interaction (BVI) impulsive noise, sometimes
called blade slap, is a strong function of rate of descent. Since this noise is
predominantly due to rapid variations in lift, it will be increased relative to thickness
noise at microphone locations which are not in-plane. Directivity profiles of BVI
noise show this predominantly dipole (force) noise to be a maximum ahead of the
helicopter at 300 to 450 under the rotor-tip-path plane. Laterally, BVI amplitudes
and pulse shapes are a strong function of advance ratio, depending critically on
the alignment geometry of the interaction between the blade and previously shed
tip vortices (refs. 27 and 28). Positive-pressure pulses which originate on the
advancing blade radiate forward, while negative-pressure pulses which originate
on the retreating blade tend to radiate rearward. Figure 35 presents unaveraged
signatures for a matrix of flight conditions for a microphone located ahead of
the helicopter and approximately 30' beneath the rotor-tip-path plane. The wide
negative-pressure pulse is indicative of high-speed impulsive (HSI) noise, and the
predominantly positive-pressure pulses depict impulsive noise resulting from blade-
tip-vortex interactions originating on the advancing side of the rotor disk. As shown
in the sequence of large positive-pressure pulses, BVI noise plays a larger role than
HSI noise in the UH-IH helicopter at this 30' down position. As discussed previously,
rate of descent and forward airspeed have a large effect on the character of the BVI
pulse that is generated

This dominance of BVI noise can be seen most easily by isolating and expanding
a typical BVI pulse at the a = 30' microphone position. The data were gathered
using the in-flight measurement technique with a "quiet" YO-3A aircraft as the
measurement platform. As shown in figure 36, BVI noise, high-speed compressibility
rise, and tail-rotor noise are all identifiable for one characteristic period of data.

It can be shown that the distribution of energy in each pulse into harmonic
levels is primarily determined by the character of each repeated pulse. The power
spectral density of a typical pulse is the envelope of the power spectrum of that same
pulse repeated at the characteristic periodic interval. With this reasoning, the first
half-period of the pulse is plotted in the lower left of figure 36. The corresponding
power spectrum (5-Hz bandwidth) is shown in the lower right of the same figure.
Sound power from BVI, high-speed compressibility main- and tail-rotor noise, and
broadband noise for half a rotor period are all included. The noise floor of the high-
frequency data (> 2500 Hz) is set by the signal-to-noise ratio of the tape recorder

Because BVI noise is only dominant over a narrow portion of the time history
shown in figure 36, it is possible to improve the signal-to-noise ratio of the BVI
phenomenon and look at the more general characteristics of a typical BVI pulse
shape by "time windowing" the measured pulse (ref. 26). The data were time
windowed in figure 37(a) by setting the measured pulse equal to zero everywhere
except during that part of the half-period dominated by advancing-blade impulsive
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noise. In essence, much of the power contributed from broadband and tail-rotor
noise sources has been eliminated, thus improving the signal-to-noise level of the
impulsive noise. The lobed character of the resulting frequency spectrum is typical
of a multi-impulsive event without discontinuous first derivatives. (See also ref. 29.)
It is also noteworthy that the largest sound pressure levels of this impulsive event
are in the 200- to 750-Hz range.
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Figure 37. Time windowing of impulsive noise. (From ref. 26.)

The frequency content of 13VI with the large negative thickness pulse removed is
shown in figure 37(h). It is apparent that the only difference between this spectrum
and the previous one (fig 36) is in the very low-frequency range of 0 to 100 Hz. This
dlifference represents the energy content of the high-speed compressibility noise.

Finally, when all but the largest BVI is nulled, a definite change in power spectrum
results (fig 37(c)). The many-lobed character of the spectrum has disappeared,
replaced by a wide, smooth-lobed curve with noticeably less energy in the 200- to
750-Hz range. This result shows that much of the BVI energy in the 200- to 750-Hz
range is a result of the multipulse character of the impulse.

All the impulsive noise data presented here were taken on the UH-1H two-bladed
helicopter Its relatively high hovering rotor-tip Mach number (MT = 0.73) is
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responsible for the clean, high-level impulsive signals shown. The data, however, are
quite typical of the more modem helicopter of today, although the level of the pulses
and the regions where they occur can be quite different. The increasing importance of
high-speed flight has forced the hovering tip Mach number lower to avoid high-speed
compressibility problems on the advancing blade. Four or more rotor blades are
common oa modem configurations to reduce the operational loads. A typical time
history of a 1980's four-bladed helicopter that is radiating impulsive noise is shown
in figure 38 for a near in-plane microphone. High-speed compressibility (thickness)
and blade-vortex interaction (BVI) noise are clearly identifiable. It is also apparent
that the pulse patterns exhibit more variability from pulse to pulse, a characteristic
of the more modern rotorcraft.
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Figure 38. Acoustic signature of modern four-bladed helicopter. (Based on
ref. 5.)

Broadband Noise

A typical spectrum for broadband noise is more difficult to generalize than for
periodic noise. Besides the difficulty of truly separating out the periodic noise from
the broadband noise, there are a large number of noise mechanisms on rotors which
can be important in different parts of the acoustic frequency spectrum. These
aeroacoustic source mechanisms depend upon rotor operating parameters, rotor size,
and aerodynamic inflow to the rotor They are due to various aeroacoustic effects,
including boundary layers, separated flow, inflow turbulence, and nonuniform inflow.
On full-scale rotors, these broadband noise sources usually become important when
other impulsive periodic noise sources are absent, and then only in the mid- and
high-frequency ranges.

A typical spectrum for a 2/5-scale model BO-105 rotor tested in the Duits-
Nederlandse Windtunnel (DNW) aeroacoustic wind tunnel is shown in figure 39
(ref. 21) for a microphone located on the axis of the rotor in the acoustic far field.
Although the data are not taken on a full-scale helicopter, they are of high quality
and clearly show broadband noise. For this microphone position, noise due to
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steady loading is theoretically absent from the spectrum The importance of the
rotor operating state is clearly shown in the overall broadband noise levels at mid
frequencies. Operating the rotor under flight conditions of mild descent increases
noise levels, while pushing the rotor-wake system away from the helicopter in climbing
flight does the opposite. This mid-frequency broadband noise has recently been called
blade-wake interaction noise and is thought to be due to the turbulence associated
with the rotor-wake system. It may also be due, in part, to the randomness of the
discrete rotor-wake system itself and therefore be a type of blade-vortex interaction
noise.
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Figure 39. Typical overhead noise spectra of 2/5-scale BO-105 model rotor.
(Based on ref. 21 )

At higher frequencies, above 4 kttz full scale, the broadband levels are much
less dependent upon rotor inflow. Levels are also reduced as much as 40 dB
from the peak low-frequency levels. However, their subjective annoyance is greater
because of the sensitivity of the human ear to tones near 3 kHz. Fortunately,
at larger measurement distances, these 1igh-frequency tones are dissipated quite
rapidly, leaving the predominantly low- and mid-frequency sources to control far-
field annoyance levels.

The situation changes somewhat for the smaller rotors necessary for antitorque
control on single-rotor helicopters. Tail rotors have small chord-based Reynolds
numbers and can, under the right laminar flow conditions, induce a Karman-vortex-
like high-frequency shedding into the tail-rotor wake. This phenomenon also induces
unsteady periodic forces on each airfoil element, causing each element to radiate
high-frequency periodic noise. Because the frequency of the shedding phenomenon
is governed by the local Strouhal number of the flow, the resulting tail-rotor noise
consists of a distribution of tone-!'ke noises. This normally very high-frequency noise
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has been successfully mitgated by tripping the blade-surface boundary layers from
laminar to turbulent flow (ref. 30.)

Scaling Rotor Noise

As mentioned previously, precise measurements of full-scale rotor noise sources
are difficult to obtain from flight tests. An alternative method of gathering acoustic
data uses the wind tunnel to simulate flight In the wind tunnel, the rotor system can
be flown quite precisely under carefully controlled conditions with the microphones
rigidly fixed at known distances from the rotor However, aside from the very large
wind tunnel at the NASA Ames National Full-Scale Aerodynamics Complex (NFAC),
there are very few wind tunnels where helicopter rotors can be tested at full scale.
In addition, it is usually necessary to be in the acoustic far field of the source of
interest for meaningful acoustic measurements. For low-frequency harmonic noise,
this requirement leads to hemispherical microphone measurements at distances of 3
to 6 rotor radii from the hub of the rotor-typically 75 to 150 ft for a 50-ft-diameter
rotor-a feat difficult to achieve at all measurement locations, even in the NFAC.
It is also necessary to ensure that acoustic reflections from nearby surfaces, as well
as standing acoustic waves in the tunnel test section, are minimized so that the
source acoustic signal is not distorted. The perfect measurement space is said to be
"anechoic" (without echoes), although in reality this anechoic condition is seldom
achieved over the entire frequency spectrum. Anechoic conditions are especially
difficult to achieve for full-scale rotor systems that rotate slowly and radiate much
of their acoustic energy as low-frequency harmonic noise.

Wind tunnel testing of scale model rotors tends to mitigate the size and measure-
ment quality problems of full-scale rotors Because the rotor diameter is smaller, it is
much easier to place tile microphones in the acoustic far field The smaller diameter
rotor must turn at a faster rate to duplicate full-scale aerodynamic events This
raises the frequency content of the harmonic noise levels and makes a near-anechoic
space easier to achieve. For these reasons, much of the experimental noise research of
today uses scale model rotors which are tested in acoustically treated wind tunnels.
However, scale model testing is only valid if the acoustic phenomena of interest are
in fact duplicated at model scale Because most of the external noise generated by
rotorcraft arises froi' aerodynamic source mechanisms, this implies that tle local
aerodynamics of the model and the full-scale rotor systems must be the same. This
also implies that the structural dynamics of tile rotor blades may also play a role in
tile acoustic radiation of rotorcraft by causing changes in local blade aerodyamics

Scaling Relationships

The conditions under which rotorcraft noise cail be scaled are derived by following
tile standard procedures of dimensional analysis (refs. 27 and 31). The scaling
objective is to rewrite tihe governing integral equation (eq. (1)) i nondinensional
form To this end, tile nondimensional parameters are defined below
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Nondimensional time:

t ,observer time, where Q is the rotational rate of the rotor
2r

2-/O source time or retarded time

Nondimensional geometry:

_ r - = dS - dVr R=R, d'S = - R3 dv = -

Mach number:.

M = U, Mach number of the flow over the blade in a blade-fixed
co

(rotating) coordinate system

D!R
MT = -, rotational (hovering) tip Mach number of the blade in a0o

ground-based ineitial coordinate system

1

I1 - AII
= Doppler factor

Pressure coefficient.

c'(O, 1) - , acoustic pressure coefficient

P04

CP, = p--1 pressure coefficient

With these definitions, equation (1) becomes

P ,( K ) " j , ) = I a f [ C Q ' d V ( i)
0-4r5 : - X, Fillji- MRj

- J [ ,, n, M' CS(ij)

+ 'fT a _" ]7-C(ij)j 8
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where

'LiPmj

ti =1+-M

and

= UA

where A is the local surface slope of the rotor blade.
Equation (8) defines a nondimensional acoustic pressure coefficient at a measure-

ment point in terms of nondimensional parameters. Given unique values of all the
nondimensional parameters on the right-hand side of equation (8). a unique value of
c (x, !) is ensured. Hoaever, it should be noted that other governing nondimensional
parameters are implicitly defined in this process.

This equation may be used to develop scaling procedures and rules for rotor
testing. Consider two different-sized but geometri-Ily similar rotors of radius R,
one full scale and the second 1lh scale. Let the scale factor

R

where the subscript m denotes model scale. The process of geometric scaling implies
that all lengths are scaled by -/:

r--3-rm
In practical terms, this implies that all model dimensions are -y times smaller than
full scale and measurement microphones should be positioned -y times closer to the
hub center than full-scale geometric distances.

An important nondimensional parameter for acoustic scaling is rotational tip
Mach number MT:

AI = =flmR
CO Q6

To hold rotational tip Mach number the same for model and full scale, the rotor-shaft
rotational rate must be adjusted so that

R,co CO
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A aerxnetsical redtioo to model scak by the scale facto -? for the ae speed of
sotind =ast be offm~ Iry = increase of roui-haft rotationl r.te by the sa hii.

&caz n cz~a thus must a., be scud,

ca-, and ~= t

Model-scale time decrsS in relation to its full-sca €oueil-pat.
Equaion (8) also requires that the Ma number 31 of the aerodynamic flow ficd

be scaled. Considering the tip of the rotor and neglecting the spanwise flow along
the blade4

U = ( R + Usin in)
CO CO =3Ji~l psn.

(A similar argument could be made at any blade radial statioz.) This equation
implies that the advance ratio p must be scaled, that is,

U UM

Equation (8) also requires that CA, and CQ,, be scaled for both model and full scale
This implies similarity in the aerodynamic flow field and scaling of rotor thrust along
the blade at each azimuthal angle- This requirement is approximated by maintaining
similar inflow through the rotor disk by means of similar tip-path-plane angles and
rotor thrust coefficients.

The preceding formulas state the necessary conditions for rotor scaling. They do
not, however, constitute sufficient conditions for all roter acoustic scaling- This must
be done on a source-by-source basis. The validity of the scaling process has been
demonstrated for two specific types of rotorcraft noise; HSI noise and BVI impulsive
noise (refs. 27 and 31 to 34).

High-Speed Impulsive Noise

The fact that high-speed impulsive (HSI) noise is predominantly a noncompact
(sources and sinks do not completely cancel for an in-plane observer) high Mach
number (compressible) event would suggest that the noise generation proes is
strongly controlled by Mach number. It also suggests that if-the Mach numbers
of the model- and full-scale rotors were matched, small models could be made to
duplicate the full-scale acoustic phenomena. This fact was demonstrated in two
separate wind tunnel and in-flight experiments on both the UH-111 and the AH-1G
helicopter (refs. 31 and 32). The data were gathered in nearly anechoic wind tunnels
using 1/7-scale models at similar nondimensional distances from the noise source.
Full-scale data were obtained using the in-flight method previously described. As
illustrated in figure 40, comparisons of model data with full-scale data are quite
straightforward. There are no Doppler corrections and data records up to 1 minute
in duration are possible at steady-state flight conditions.

From nondimensional considerations, the acoustic pressure coefficient for HSI
noise is uniquely determined if the rotor, microphone geometry, time, rotor rotational
rate, and local Mach number are scaled. However, most acoustic data are not
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Figure 40. E4uirakace befirez model- and full-scale acoustic testing. (From
ref. 31.)

compared on a nondimensional basis. Instead, all pressures are normally referenced
to sea-level standard conditions where comparisons of pressure time histories are
made. For full-scale data taken at altitude, the reference pressure becomes

I PPsi",i,
jp;cT PO

For model-scale data, the reference pressure becomes

Pm.S (7,) = (R,)

Figure 41 presents model- and full-scale data taken under similar conditions.
(See following table for conditions.) The model-scale acoustic data were taken in

Rate of
(JT, descent,

Signature knots ft/min p C MAT
1 71 0 0.163 0.0054 0.772
2 99 0 .244 .814
3 120 0 .270 .844
4 146 400 330 885
5 153 I000 .345 .896
6 72 0 .169 .769
7 96 0 .222 .807
8 118 0 .276 .842
9 143 400 .330 878

10 150 1000 .348 .0053 896
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Figure 41. Model- and full-scale acoustic pressures for zn-plane microphone
3.6 rotor radii ahead. (From ref. 5.)

the DNWV ancchoic wind tunnel and are of very high qulality (refs. 32 and 35). The
in-flight acoustic data which are shown were taken with a specially designed quiet
aircraft. The pulse shapes for both the model- and thle full-scale rotor have been
averaged for comparison purposes.

For completeness, all four governing nondimensional parameters were duplicated.
advancing-tip MaclI number, advance ratio, thrust coefficient, and tip-path-plane
angle. Excellent agreemnent of amplitudes and pulse shapes is demonstrated over a
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Schmir j
side r-nge of advancing-tip Mach numbers. Also shown is the sensitivity of peak
sound pressure levels to advancing-tip Mach number. Advance ratio also plays an
important role by guaranteeing that the local Mach numbers of the model and of
the fill-scale rotor are similar at all azimuth positions. Thrust coefficient CT and
tip-path-plane angle aTpp have secondary influences at these in-plane microphone
positions (ref. 31).

Blade-Vortex Interaction Noise

Scaling BVI impulsive noise is a more difficult task. In addition to blade geometry,
nondimensional distances, advancing-tip Mach number, and advance ratio, it is
also imperative that rotor thrust coefficient and tip-path-plane angle be duplicated
(refs. 27 and 33). As shown previously, guaranteeing that advance ratio is matched
uniquely determines the in-plane geometry between the rotor blade and the tip-vortex
structure (fig. 15). Because advance ratio governs the large-scale BVI geometry, it
plays a key role in the acoustic radiation. When viewed from above, the rotor appears
to slice through the epicycloid pattern of previously shed tip vortices. The resulting
locus of interactions determines the number and strength of the BVI encounters and
thus strongly influences the radiated noise. Judicious matching of thrust coefficient
CT and nondimensional inflow IL(-ai + aTpp) is necessary to duplicate the pressure
coefficients Cp,, of the model- and full-scale experiments. For a geometrically scaled
rotor, the thrust coefficient governs the local angle of attack of the rotor blade
and thus the steady-pressure field. In addition, it affects the average strength of
the shed tip vortex and thus directly influences the unsteady-pressure field as well.
The nondimensional inflow also affects the magnitude of the unsteady pressures by
governing the vertical separation between the vortex and the rotor blade at the time
of an encounter. In a rigorous sense, this parameter should scale over the portion of
the rotor disk where BVI's occur. However, it is often assumed that if the geometric
properties and CT are scaled, an average value in space and time of the induced
angle a, at the rotor disk governs the interaction problem (a, CT! jt). Therefore,
if CT and IL are duplicated in a model-scale test, the tip-path-plane angle (aTpp)
becomes the fourth nondimensional test variable.

The most rigorous test of the scalability of impulsive noise is the most direct:
simply compare the character of the model- and full-scale acoustic time histories
on a one-to-one basis. In addition to being a straightforward comparison, it is also
helpful in identifying the occurrences of BVI's in the acoustic signatures. This phe-
nomenological approach is illustrated in figure 42 for the AH-1S helicopter for a mi-
crophone located approximately 300 beneath the plane of the rotor tips (ref. 27).
At this microphone position, BVI noise is known to be near its peak intensity,
while HSI noise is reduced from its large value near the plane of the rotor disk.
In the left side of figure 42, averaged and unaveraged measured acoustic time his-
tories are shown for one rotor revolution as measured with the full-scale, in-flight
technique. The helicopter and measurement aircraft were flown in formation at
a 60-knot IAS partial-power descent (400 ft/mnn), a condition known to produce
strong BVI noise. Because the measured full-scale BVI time histories were quite un-
steady, two unaveraged waveforms are shown which typify maximum- and minimum-
intensity BVI events The four important nondimensional scaling parameters are
listed. At this 30' microphone position, both the BVI noise and HSI noise are dis-
cernible. During advancing-blade-vortex interaction, a sequence of narrow, small
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negative and large positive spikes occur in the wravefonn just before the broader
negative-pressure pulse. Scale model data (unaveraged and averaged) taken under
similar nondimensional conditions are shown in the right side of the figure. Only one
unaveraged waveform is shown because the measured model-scale BVI data were
quite steady.

Full-scale rotor Model-scale rotor
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Figure 42. Unaveraged and averaged sound pressure time histories for one
rotor revolution. (From ref. 27.)
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The remarkable similarity in the details of the averaged pulse shapes for full-scale
(left side of fig. 42) and model-scale (right side of fig. 42) experiments is evident for
the advance ratio of 0.164. Scale model testing appears to faithfully reproduce the
BVI noise of a full-scale helicopter. A closer look at the time histories reveals that the
full-scale data have notably more narrow BVI peaks than those of the model-scale
data. This is probably related to the size of the interacting tip vortex, which is related
to viscous considerations only implicitly covered by these scaling relationships.

The problem becomes more apparent as advance ratio is increased in higher speed
flight. As shown in figure 43, the sharp BVI pattern remains for the full-scale data,
but a more broad, low-level pattern is generated for the model-scale data. It is
apparent that BVI noise does not scale at these higher advance ratios. Although not
conclusively proven, it is thought that local tip Reynolds aumber governs the size of
the shed-tip-vortex filament, which ultimately determines the pulse width patterns
of BVI noise.

TPP = 0. nTiP = 00 (ct)
Rate of descent =00 ft/nn (est) Rate of descent = 800 ft/mn

40 sMol scale 4Full scale

20 -20

0 0

-20 2

-10

Rotor reolttlons Rotor revolutions

Figure 43. Model-scale and full-scale acoustic data for 14 = 0.270. (From
ref. 27.)

The importance of Reynolds number and Stroulhal number on aeroacoustic
problems is well-known. Reynolds number is the ratio of inertial to viscous forces that
classifies the aerodynamic regimes of laminar and turbulent flow. Strouhal umber
characterizes the frequency of unsteady-vortex shedding from blunt bodies which is
itself a radiation of significant acoustic energy. Both nondimensional parameters are
important for the scaling of broadband noise radiation (ref. 19)

If rotor acoustic models are made too small, a variety of problems prevent
faithful acoustic scaling. Low tip Reynolds numbers cause poor representation of
the rotor-tip-vortex structure. The high frequency of the model data creates new
instrumentation challenges In addition, it is quite difficult to represent the dynamic
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behavior of a full-scale rotor system at too small a scale. At the present time,
1/5-scale four-bladed models have become the industry standard. They are small
enough to fit in most anechoic wind tunnels and yet can be dynamically scaled to
the first order. However, to date no scaling results have been made to validate these
model-scale results. A lingering concern is the use of tapered tips on these model-
scale rotors. In such cases, the local tip Reynolds numbers become quite small and
may lead to different small-scale tip-vortex filaments than those measured on the
full-scale aircraft. If this observation is correct, then large-scale models may be
necessary to duplicate full-scale BVI impulsive noise.

Theoretical Developments and
Experimental Verification

Overview

A complete mathematical description of the sound generated by bodies in
arbitrary motion was developed by Ffowcs Williams and Hawkings in 1969 (ref. 9).
In essence, the basic mass and momentum equations of fluid mechanics are rewritten
in wave equation form with all other quantities treated as forcing functions of the
resulting integral equation. (See eq. (1).) This approach follows Lighthill's approach
(ref. 36) of forcing the basic fluid mechanics equations into an "acoustic analogy." It
is important to remember that this basic equation (with its many forms) is perfectly
general and is applicable to all fluid mechanics as well as acoustics. If the right-side
forcing functions are treated as known quantities, then equation (1) becomes much
simpler; it becomes a linear wave equation with known forcing functions. This latter
approach is followed in most acroacoustic predictions of rotorcraft external noise and
was discussed previously in the section entitled Rotorcraft Noise Sources and Their
Physical Origins.

Many researchers have developed, in one form or another, valid theoretical
acoustic analogies to rotorcraft noise prediction As discussed previously, the first
simple theoretical model of rotor noise was developed by Gutin (ref. 13), who
recognized that steady aerodynamic forces on a propeller act as acoustic dipole
sources (eq. (5)). Garrick and Watkins (ref. 14) extended this work to the case
of the uniformly moving propeller. Deming (ref. 15) looked into the effect of blade
thickness on the radiated noise He replaced a symmetric airfoil with an infinite
number of line pistons (sources and sinks) to match the boundary condition of no
flow through the rotor airfoil surface. These simple theoretical approaches really
approximated the second two terms of equation (1). However, they were developed
using a coordinate system fixed in space rather than one attached to the rotor blade
itself. Comparison with experiment, for the most part in the frequency domain, was
very encouraging for the low harmonics of rotor noise but was lacking for higher
harmonics.

Noise radiating from helicopters became important as these vehicles emerged from
being research curiosities of the 1950's and began to assume new military and civilian
roles of the 1960's. Quite a lot of research into the potential causes of helicopter
periodic noise was initiated, the two notable efforts were made by Lowson (ref 37)
and Wright (ref. 38). Using developments based upon Lighthill's acoustic analogy,
Lowson and Wright argued that in addition to steady forces (identified by propeller
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researchers as the cause of periodic noise), the unsteady forces that the rotor blade
experiences as it traverses one revolution are very efficient radiatois of periodic noise.
They suggested that in order to predict the higher harmonics of radiated noise, one
could use a compact source model but would need to know very high harmonics of
blade loading. Although the agreement with experiment was not always consistent,
their theories did show more encouraging correlation with the limited experimental
frequency domain data available. Because technology had not yet made nirrow-band
data analysis straightforward and had not provided the large digital computer for
lengthy numerical calculations and validations, important pulse shape informiation
was not effectively used to further refine the modeling of rotorcraft noise sources.

Important differences between linear theory and time-history experimental mea-
surements for rotorcraft whose rotors are operating at transonic tip Mach numbers
were first noticed by Schmitz (refs. 39 to 41). These differences led to the realization
that transonic aerodynamic effects are often important contributors to the radiating
noise of rotorcraft. These effects were first predicted by using quadrupoles, in addi-
tion to monopoles and dipoles, as sources of rotorcraft noise. In essence, some of the
aerodynamic details of the rotor local flow field were modeled as sources of radiating
noise.

Modern electronic technology has now made quantitative time-history compar-
isons between theory and experiment routine. (In frequency-domain terminology,
harmonic amplitude and phase are both used in the validation process.) More pow-
erful mathematical approaches, based for the most part on equation (1), have placed
much of the earlier theoretical work on a more sound mathematical basis and have
extended the theory to handle noncompact sources for subsonic, transonic, and su-
personic rotors. Pioneering theoretical work by Hawkings and Lowson (ref. 10),
Farassat (ref. 11), Isom (ref. 12), and many others has increased the understanding
of the noise generation process. This, combined with more careful measurements
of the radiated noise, is leading to designs that can minimize unwanted acoustic
radiation of rotors.

Hovering Harmonic Noise
The hovering rotor is a natural place to begin to compare acoustic theory with

experiment. Unfortunately, the aerodynamics of a hovering rotor are far from simple,
being affected by the complex wake geometry of the rotor and interference from
nearby surfaces. In addition, it is necessary to test rotors in an environment which is
mostly without echoes, or "anechoic," so that acoustic reflections are not measured
along with the radiation noise field. The data shown in figure 44 were gathered
for a model rotor in hover in a near-anechoic environment in the DNW open-jet
wind tunnel (ref. 42). The rotor is a modern high-performance helicopter rotor that
has been designed to be efficient in hover as well as in high-speed (200+ knots)
helicopter forward flight. Unaveraged (instantaneous) and averaged time-history
data are shown at several nearly in-plane microphone positions in figure 44. The
waveforms are somewhat unsteady but average to a characteristic waveform for this
rotor type.

Steady Thickness and Force

Predictions of noise from linear theory are also shown in figure 44 (ref. 43) Good
agreement between predicted values and the averaged waveforms is demonstrated at
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Figure 44. Measurements and predictwns of isolated hover noise of model
rotor.

tip Mach numbers typical of a hovering helicopter rotor The relative importance
of thickness (monopole) and force (dipole) noise sources is shown in figure 44 for
this same condition. Near the plane of the rotor, both thickness and force noise
are important contributors to the rotor acoustic signature in hover. However, as
the observer moves farther from the in-plane position, dipole noise becomes more
important as the thickness noise source decreases in level. Notice too that the
character of the average waveform changes depending upon whether the microphone
is above or below the rotor-tip-path plane. Below the plane of the rotor, the lift and
drag contributions are in phase and add, while above the rotor plane they subtract.

The amount of unsteadiness in this hovering model rotor is typical of this type
of experiment Even in this large, open-jet acoustic tunnel, room recirculation and
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associated turbulence ingestion into the hovering rotor can cause the rotor to operate
in a somewhat unsteady aerodynamic environment (ref. 44) This, in.turn, produces
unsteady blade pressures, which are needed to predict accurately the unaveraged
time histories

Linear Theory With High Tip Mach Numbers

The steady hovering problem becomes more interesting as the hovering tip Mach
number MT is increased. Thickness noise grows much more quickly than the force
noise and dominates the time history of the nearly in-plane microphone positions
above MT = 0.8 Computation of this noise using linear theory is simply a matter
of evaluating the thickness term of equations (1) and (4), because the dipole force
terms do not radiate very efficiently for helicopter rotor blades operating at high (near
transonic) tip Mach numbers. Because the tip Mach number never approaches 1 0,
the integrable singularity in equation (4) never becomes a problem. The integration
of the monopole sources is performed by dividing the rotor blade into chordwise and
spanwise elements, summing each contribution, and differentiating the sum over time
to yield the acoustic pressure time history at the chosen observer location. Therefore,
equation (4) becomes

47rp!(x, t) ; 2°  po ,XP 1[
Vnk,_Ml dyl, dy3k (9)

where

dy
Vnk, Ue Fi

Ue velocity of each blade element

Yl chordwise blade coordinate

Y2 coordinate normal to the mean blade chord

Y3 spanwise blade coordinate

z, k summation indices for each blade element

Additional details describing these computational procedures can be found in refer-
ence 39. The equation may also be solved using frequency-domain procedures given
in references 1, 10, and 15. Several alternative linear acoustic formulas for calculation
of rotating-blade harmonic noise are reviewed in reference 45

A key feature of the computational process is the degree to which it is dominated
by Doppler amplifications at high tip Mach numbers. This can be illustrated
physically by looking at the geometry of the linear acoustic process. Consider the
space-fixed trajectory of a simple point source near the tip of a hovering rotor blade.
Its trajectory is the circle traced by the moving blade tip. If at regular azimuth
angles a pulse, depicted as a circle (a sphere in three dimensions), is emitted in
space and allowed to propagate at the ambient speed of sound, these pulses form the
crescent-shaped wave shown in figure 45 for a hovering rotor operating at a tip Mach
number of 0.9. In effect, disturbances are propagating away from a source moving
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at almost the ambient speed of sound As a result, disturbances accumulate and
create Doppler amplification. As the advancing-tip Mach number increases (higher
rpni), the accumulation of disturbances becomes so great as to form local shocks
on the blade surface and eventually a radiating shock wave. This accumulation
process is represented as a singular integral in equation (4). The process whereby
shock waves on the blade surface become connected to the acoustic far field is called
"delocalization" (refs. 32 and 46).

Figure 45. Linear wave amplification (Doppler effects) of rotating point source.
MT = 0.9. (From ref. 5.)

Linear thickness calculations for a simple hovering rotor and experimental data
are shown in figure 46 for several different hover tip Mach numbers (ref. 40) The
high-quality data shown here were gathered in a specially designed anechoic hover
chamber. The chamber was lined with polyurethane wedges to be reflection free
down to 110 Hz The rotor was run near zero thrust and was designed with zero
twist to minimize recirculation effects and to minimize thrust (dipole) sources as
radiators of noise.

The striking features of the comparison between theoretical and experimental
values for hover at MT = 0.8 (fig. 46(a)) are the similarity in pulse shapes and the
discrepancy in peak pressure levels. Only a fraction of the pressure time history
is shown to facilitate the details of the comparison. Thickness-noise theory misses
the measured negative-pressure peak by a factor of about 2. The comparison of
theory and experiment as MT is increased to 0.88 (fig. 46(b)) remains similar to that
made at MT = 0.80. The waveform shape is still generally symmetrical, and the
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Figure 46. Theoretical and experimental pressure time histories for in-plane
microphone. Ro/R = 3.0. (From ref 40.)

peak negative-pressure level is undtrpredicted by slightly more than a factor of 2.
A closer look at the waveform shows that it is just beginning tj become slightly
asymmetrical; the recompression part of the measured expansion wave has a slope
whose magnitude is greater than the initial expansion. Linear theory values do not
show this tepdency.

At a hover tip Mach number of 0.90 the situation changes dramatically (fig 46(c))
The peak negative-pressure amplitude of the measured pulse has increased substan-
tially and the pulse shape has now lost its symmetry. The resulting sawtooth wave-
form is known to generate large amounts of high-intensity, high-frequency noise in
the plane of the rotor. In essence, a relatively weak shock wave is radiated to tile
acoustic far field at a Mach number of 0.9 for this untwisted rotor with an NACA 0012
airfoil. The rotor is said to "delocalize"; tie local shock waves on the surface of the
transonic rotor blade are connected and, in fact, radiate to the acoustic far field
Theory again underpredicts the amplitude of the peak negative-pressure pulse by
about a factor of 2. More importantly, theory does not predict any of the features
of the delocalization process, totally missing the shock-like experimental waveform.
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The comparison becomes even more intriguing at a hover tip Mach number of 0.96
(fig. 46(d)). The theoretical waveform is mostly symmetrical and generally smooth
in shape and, thus, does not compare favorably with the measured data. In addition,
theory now only slightly underpredicts the peak negative-pressure amplitude of the
pulse Also, the measured pulse width is becoming wider, whereas the linear theory
predicts a narrower pulse width with increasing hover tip Mach number. In fact, the
experimental pulse width (measured at zero pressure) exceeds by at least 50 percent
the width expected (from linear theory) from an airfoil of chord equal to that of
the model rotor tested and traveling at sonic velocity. This pulse-widening effect
suggests that aerodynamic events off the rotor-blade trailing edge are contributing
to the measured acoustic signature.

The difference in peak negative-pressure levels between linear monopole theory
and experiment is shown more clearly in figure 47. The theoretical model does not
predict the rate of increase of the peak negative-pressure level.

10000

Model rotor

lover data

o Linear theor.

8 9 10
Tip Machi naniter

Figure 47. Theoretical and experimental peak pressures of rotor in hover In-

plane microphone; RlO/R =3.0. (From ref. 40.)
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better. This was tried for a rotor with prediaed ialos of loadmg and skin fiction
suitably chosen to act as presure dipoks (re. 47). The re cting theoretical time
histories are almost indistinguishable from the simple linear no-ple cakulations
previously presented.

The major conclusion from all these linear acoustic analyses is that they do
not adequately describe the in-plane noise radiation pwocsses from a high-tip-speed
hovering rotor. There have been some efforts to correct this situation - impro-ng
the modeling (improving the specification of the boundan- conditions) in the linear
formulation. It can be argued that rotor-tip end-plate (reL 48) and boundary-layer
separation efforts increase the amplitude of the symmetrical puke- The importance
of the latter effect is shown in figure 48. This end view of an NACA 0012 rotor
at near zero lift (ref. 49) is a holographic interferogram of the integrated three-
dimensional flow field surrounding the tip of a hovering UH-IH model rotor at the
tip Mach number of 0.9. It is quite apparent that local shock waves on the surface
of the blade interact with the boundary layer to cause an enlarged separated-flow
region. A rigorous treatment of this problem is not usually attempted, for it would
be necessary to model the boundary-layer and separated-flow effects in equation (9).
Instead, an "equivalent airfoir comprising the original airfoil plus the outer edges
of the separated-flow region is defined. This new equivalent airfoil is then used in
equation (9) to define the strength of the distributed acoustic sources. If this is
done, it is relatively easy to show that the peak negative-pressure calculations would
increase substantially (they approximately double for each doubling of the effective
airfoil chord at constant thickness). Although this effect has been known for many
years, most researchers do not like to incorporate such an estimation in a "first-
principles" analysis. The methods of estimating just how thick or extended the
separation region is on a three-dimensional rotor in the transonic regime and how to
model the equivalent airfoil for noise purposes are not well-defined or even completely
understood. In addition, none of these corrections predict the development and
radiation of the delocalized shock wave above a hover tip Mach number of 0.9 for
a scaled UH-1H rotor. Clearly, the radiation processes at these high tip speeds are
governed to a large extent by transonic effects. These must be accounted for in the
theoretical modeling.

Aerodynamic Formulatin With High Tip Mach Numbers

The most straightforward approach to the nonlinear acoustic problem with high
tip Mach numbers might simply be to include missing terms-the quadrupoles-in
the acoustic analogy formulation. However, equation (1) is in reality an integral
equation which has no simple analytical solution. Some degree of approximation is
necessary to proceed with this approach. These approximations rely on what we
know about the problem physically. Such insight can be gained by formulating the
problem as a transonic aerodynamicist would.

We begin with the classic potential equation in a space-fixed coordinate system.
Assuming constant specific heats and weak shocks (i.e., negligible entropy increases),
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Figure 48. Interferogram recorded at 0 = 180° (chordwise view). (From
ref. 5.)

we have

c2V2 + 2V 1)+IVOV [(v)2J 0 (10)

where 0 represents the velocity potential and c is the local speed of sound. Fortu-
nately, the aerodynamics of a hovering rotor arc basically steady when viewed from
a blade-fixed context. Therefore, by following the work in references 41, 46, 50, and
51. the governing potential equation can be transformed to blade-fixed cylindrical
coordinates and expanded to second order to yield
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where ni is the angular rotation rate, co is the undisturbed speed of sound, r is the
radial coordinate in the cylindrical coordinate system, and -y is the ratio of specific
heats. This nonlinear but steady-state second-order partial differential equation
governs the transonic aerodynamics of the hovering rotor. In addition, it governs
how disturbances (acoustic waves) propagate away from this rotating coordinate
system. At the present time, no closed-form solutions to this equation exist. A
procedure adopted by some researchers is to solve numerically limited regions of the
aerodynamic flow field (refs. 52 and 53). Others have chosen to solve the nonlinear
acoustic far field using weak-shock theory (ref. 54). As we shall see, neither is a
completely satisfactory solution, for the nonlinear aerodynamic and acoustic fields
are interwoven.

The cylindrical coordinate system chosen is sketched in figure 49. An observer
riding in this coordinate system sees a free-stream velocity that increases linearly
from zero at the origin to fOr at r. As indicated, this increasing free-stream velocity
continues out past the tip of the rotor, it will be shown to be important to many of
the arguments to come.

Figure 49. Cylindrical coordinate system of hovering rotor. (From ref. 5.)

Before attempting to solve equation (11), it is instructive to follow the approach of
references 50 and 51 and explore the behavior of the governing equation. It is known
from the theory of partial differential equations that the coefficient of 00 governs the
general character of the potential equation. When A = R2- (4/r 2) - (,y+ 1)(fl/r2)0
is less than zero we have elliptic behavior, and when it is greater than zero we have
hyperbolic behavior. However, A takes a more recognizable form after some further
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manipulation. Define the local Mach number Ml as follows:
At (uoo + u)c

The coefficient of 1 0 in equation (11) becomes (ref. 41)

A = -(&I-2)(1 - M) (12)

Therefore, the general behavior of the second-order transonic potential equation is
governed by the local Mach number of the flow. If M1 < 1.0, then A < 0 and
the governing equation is elliptic. In this case, no wave-like structure is possible.
However, if Al > 1.0, then A > 0 and the governing nonlinear partial differential
equation is hyperbolic. Characteristics are then formed along which disturbances
can propagate in a wave-like manner. It is also important to realize that All is
dependent on the free-stream velocity U.. = Or, the local speed of sound c, and the
local perturbation velocity u = - O/r.

These ideas are quite useful when one is attempting to explain the phenomenon
of delocalization for the hovering rotor experiment described previously. This con-
nection was theoretically suggested in references 51 and 52 and has been numerically
calculated (refs. 41 and 51) and experimentally verified (ref. 46). In the following
paragraphs, the relationships are shown to depend on the local Mach number of flow.
Three distinct cases are considered: free-stream tip Mach numbers of a hovering ro-
tor MT = 0.85, 0.88, and 0.90. Some freedom has been taken with the graphics
in the interest of presenting a clear picture of the basic relationships involved. The
data arc the same as those reported in reference 41. In the figures that follow, the
top views are sketches of events pieced together with limited experimental data, and
the aft views are, for the most part, interpolations of experimental data

Figure 50 depicts the top and aft views of shock boundaries of a rotor operat-
ing at MT = 0.85. A locally supersonic region exists near the tip of the rotor. For this
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Figure 50. Top and aft views of shock boundaries of rotor at MT = 0 85.
(r1 ref. 41.)
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region M = [(fOr + u)/c) > 1.0, even though Or/co all along the blade span is less
than 0.85. The hyperbolic nature of this pocket of supersonic flow is a result of local
aerodynamic nonlinearities (i.e., changes in the local speed of sound c and the local
perturbation velocity u). Surrounding this locally supersonic flow is a subsonic flow
region MAt < 1.0 in which the governing potential equation is elliptic. Waves which are
embedded in the local supersonic flow region do not pass through this compressible
elliptic region and hence do not radiate. However, as r increases beyond the tip
of the blade, M t again becomes greater than 1.0 because of the linearly increasing
free-stream velocity field of the blade-fixed cylindrical coordinate system. For this
region, u 0 and ce co, so A t I fir/co > 1.0.

The surface where this first happens has been called the sonic cylinder (refs. 46
and 54). At radii larger than the sonic cylinder, the equation again becomes
hyperbolic and wave-like propagation is certain. The acoustic implication for this
MT = 0 85 case begins in the hyperbolic pocket of flow near the blade tip. Wave-like
disturbances in this region terminate on the boundary of an elliptic region, where
they no longer propagate in characteristic directions. The wave-like character of the
inner pocket is thus broadened as information passes through the elliptic region to
the sonic cylinder. These broadened disturbances are then propagated in a wave-like
manner throughout the outer hyperbolic region. The result is a smoothly varying,
near-symmetrical acoustic signature in the far field.

The competing phenomena become even more interesting when MT is increased
to 0.88 (fig. 51). The inner supersonic khiyperbolic) region grows and extends off
the tip of the rotor, again being driven by local aerodynamic nonlinearities. At the
same time, the higher free-stream tip Mach number of the rotor decreases the radius
of the sonic cylinder, thus moving the outer hyperbolic region toward the rotor tip.
In addition, the proximity of the linear sonic cylinder to the blade tip introduces
aerodynamic nonlinearities These nonlinearities tend to warp the sonic cylinder
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Figure 51. Top and aft views of shock boundartes of rotor at MT = 0.88
(From ref. 41 )
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inward and bring the two hyperbolic regions even closer together. However, the
inner regions do not overlap, thus ensuring that locally generated waves in the
inner region do not propagate along characteristics to the hyperbolic far field. The
resulting acoustic signature becomes more saw-toothed in character but does not
contain radiating shocks.

The last and most interesting condition, in which MT is increased to 0.90, is
sketched in figure 52. The localized inner and outer hyperbolic regions connect off the
blade tip, forming one continuous supersonic region (M > 1.0). In this case, shock
waves that are generated on the surface of the rotor now propagate uninterrupted
radially to the acoustic far field. The resulting phenomenon (delocalization) is
quite striking. The character and the intensity of the acoustic signature change
dramatically. At all three of these tip Mach numbers, measured values of local
Mach number support and explain the phenomenon of transonic delocalization.
For a hovering UH-IH rotor, shock waves are radiated to the acoustic far field at
high subsonic tip Mach numbers. The mechanism of delocalization can be further
confirmed through use of computational fluid dynamics codes to predict the transonic
aerodynamics of the hovering rotor (refs. 55 to 57). An example calculation for this
rotor in hover is shown in figure 53 (from ref. 58) The agreement between theory
and experiment is quite good, and this agreement conclusively demonstrates the
interrelationship between transonic aerodynamics and high-speed rotor noise.

Quadrupole Formulation

Although the phenomenon of delocalization has been explained by simply look-
ing at the coefficient of 009 in equation (11), predicting the radiating acoustic field
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Fzgure 52. Top and aft views of shock boundarnes of rotor and development of
delocazatzon phenomenon at iT = 0 90. (From ref. 41.)
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I

is another matter. The explanations presented are themselves functions of either
measured or calculated flow properties. In essence, a near-field description of the
aerodynamic flow field is required before the events in the acoustic far field can be
explained. Even then, acoustic nonlinearities in equation (11) may alter the waveform
of the propagating wave (ref. 54). Precise calculations of the radiating sound field
are dependent on the full solution of the nonlinear potential equation (ref. 50).

On the other hand, the successful explanation of the delocalization phenomenon
suggests that local aerodynamic nonhinearities strongly influence the acoustic radia-
tion problem. Therefore, a logical step in the calculation of the acoustic field is the
incorporation of the near-field aerodynamic nonlinearities in the acoustic radiation
equation.

Several ways of implementing these ideas have been presented in the literature
To date, the most successful procedure has been to extend the acoustic analogy
procedures to evaluate the volume distributions of local aerodynamic nonlinearities,
or quadrupoles (refs. 39, 41, 46, and 59). In essence, the third term in equation (1)
is considered to be an important source of noise for the transonic radiation problem.
As mentioned previously, evaluation of this integral equation is not directly possible,
some approximations are required to make the problem manageable. Along these
lines, the quadrupole term becomes simpler if we restrict our attention to the
acoustic far field. Then the spatial differentiations can be easily converted to time
differentiations. The first term of equation (1) becomes

02 f Ti 3] dVR dV (13)
-ax~ax, R I I -11MR I , . [11 - MR1I ,

where TpR = TfRt W, and § is the vector from the source at the retarded time
to any observer in the acoustic far field. It is known from transonic computations
and experimentation that the primary quadrupole regions are confined within a few
chord lengths normal to the rotor plane.

For in-plane far-field radiation, the vector f is nearly in the blade rotational plane
and is nearly parallel to the blade chordwise direction when the acoustic pressure
reaches its peak level. If isentropic flow is assumed and the perturbation velocities
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are measured in the coordinate system given in figure 49, TR, becomes

T R =po(vo~cos
2
O+2vrvecos~sinO+v2rsin

2
)+- IPO (r-) v. (14)

where the z-component of the perturbation velocity does not appear because of the
choice of an in-plane far-field microphone position. For simplicity in the resulting
calculations, it has been assumed that sin 0 G 0 and that u . ve near the integration
region of interest. This is true as long as the quadrupole field is in fact localized to
a region near the rotor tip. Then,

TRR = p 0 u cos 0 + po - u (15)
2 GOij

where u represents the perturbation velocity along the blade chord and Qr is

the free-stream velocity of the point in the flow field being evaluated The two
terms represented in equation (15) arise from similar properties of the flow already
discussed in the potential formulation. Changes in the local speed of sound and
local streamwise perturbation nonlinearities are included, although the equation
forms do not permit a one-to-one correspondence of terms. Equations (1), (13),
and (15) describe the nonlinear far-field acoustic radiation of the transonic hovering

rotor. For subsonic tip Mach numbers, numerical evaluation of the surface integrals
presents no real problems. However, the volume integration of quadrupoles is not as

straightforward.
The integrand in equation (13) contains the product of two terms which compete

to decide the eventual magnitude of the quadrupole radiation. The first is the
decaying source field represented by TR?. This is multiplied by 1/11 - AIR!, which
goes to infinity as MR approaches 1 Fortunately, the singularity is integrable, but
it should be handled quite carefully (ref 45). In the results summarized here, the
acoustic planform technique was chosen to perform the numerical integration near
MR =1 0. A complete discussion of the procedures and pertinent references is given
in reference 41.

An evaluation of the prediction accuracy is presented herein through compar-
ison of theoretical values with the same UH-lH hover model rotor data. Fig-
tire 54 presents the monopole and quadrupole contributions to the radiated noise at
A T = 0.88 (slightly before delocalization). At this tip Mach number, the shape of the

quadrupole term is basically still symmetrical, however, some asymmetry is present
on the pressure recovery side of the quadrupole calculation. When the monopole
and quadrupole contributions are added, good correlation in amplitude and pulse
shape is observed. The overall shapes of theoretical and experimental curves are still
basically symmetrical in character, but the local shock structure of the transonic
flow field is acting to destroy this symmetry.

At the slightly higher hover tip Mach number of 0.90, localized transonic effects
cause large changes to the radiated noise field (fig. 55) Although the time
istory for the linear term (monopole) remains quite symmetrical in shape and

substantially underpredicts the experimental data, the time history for the nonhinear
term (quadrupole) changes shape dramatically and increases in amplitude This
change is a reflection of the fact that local shocks are propagating to the acoustic far
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Figure 54. Theoretical and experimental time histories at MT 0.88,
Ro/R = 3.0. (From ref 5.)

field (delocalization). When time histories for the monopole plus quadrupole terms
are compared with experimental data, good agreement in pulse shape is observed.

The accuracy with which the peak negative amplitude of the hugh-speed hover
impulsive noise phenomenon can be predicted is illustrated in figure 56. For tip
Mach numbers up to 0.9, use of quadrupole and monopole terms results in better
agreement between theoretical and experimental values than use of monopole terms
alone However, at MT > 0 9, amplitudes are overpredicted even though the
pulse width tends to be estimated fairly accurately through delocahzation. At the
present time the source of this discrepancy is not understood. Additional time-
history comparisons developed from a frequency-domain analysis can be found in
reference 60.

Kirchhoff Formulation

Another competing method of numerically predicting the noise of the delocahza-
tion process is to map the nonlinear transonic region to a nonrotating control surface
to whuch variations on Kirchhoff's theorem are then applied to describe the radiating
acoustic field In this first direct application of the Kirchhoff theorem, the control
surface is chosen to be large enough to capture the nonlinear aerodynamic behavior
of the problem, but not so large as to make numerical computation impractical Cal-
culations with this procedure, coupled with an existing near-field numerical code,
have resulted in improved peak amplitude levels (ref. 61) but have not improved
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Figure 55. Theoretical and experimental time histories at AT = 0.90
Ro/R = 3.0 (From ref. 5.)

waveform characteristics much above the delocalization Mach number This is most
likely a result of the numerical insensitivity of the transonic code at the boundary of
the nonrotating control surface.

This procedure has been further extended to include the nonlinearities in the near
aerodynamic field while the equivalent Kirchhoff surface is kept close enough to the
blade tip to avoid computational fluid dynamics numerical computation errors A
new, expanded Kirchhoff integral has been developed which uses surface integrals
of the pressure and velocity at the linear sonic cylinder to determine the acoustic
pressures in the far field (ref. 61). In essence, the new method captures all the
nonlinear aerodynamic effects by mapping them to the linear sonic cylinder The
sonic cylinder then becomes the sole source of all acoustic information, which is ttlen
propagated to the far field at a constant speed of sound. The resulting formula
(ref. 62) contains the classic Kirchhoff's surface integrals at the sonic cylinder plus
a correction factor for the local transonic effects near the blade tip.
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Predictions from this approach are shown in figure 57 for some of the same
conditions shown previously. To obtain sufficient experimental data on the sonic
cylinder to validate the new method, the experiment of 1978 was run again in 1988.
Near-perfect replications of the 1978 results (ref. 40) demonstrated the validity of
the experimental results. Theoretical predictions of the radiated acoustic pulse
correctly captured the delocalization phenomena; a relatively smooth pulse shape
was predicted at MT = 0.88, while a radiating shock wave was correctly predicted
to form at MT = 0.90 and above However, the pulse width predicted with this
extended Kirchhoff formulation appeam to be in error (up to 30 percent too narrow)
throughout the computed Mach number range The source of this discrepancy is not
presently understood.
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The peak negative-pressure amplitude (fig. 56) is more accurately predicted by
this new method near the delocalization Mach number. In addition, the new method
appears to more correctly follow the amplitude trends above MT = 0.90. However,
it does not adequately predict the noise amplitude at lower tip Mach numbers, a fact
that is still not fully understood.

In summary, the quadrupole formulation appears to work well in hover at
the delocalization Mach number and below; both amplitude and pulse shape are
accurately predicted. Above the delocalization Mach number, the amplitude of
the pulse and the overall pulse shape are predicted by the extended Kirchhoff
formulation, but the pulse width is markedly in error.

Forward-Flight Harmonic Noise

Linear Theory for Thickness Noise

Unfortunately, neither the quadrupole nor the Kirchhoff formulation has been
applied in a rigorous manner to the problem of HSI noise for helicopters ii forward
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flight. The complexity of mapping the unsteady aerodynamic near field of a
helicopter in forward flight to an observer in the far field has been too great.
Instead, only computations of the linear part of the problem have been performed,
as illustrated in figure 58 (from ref. 39). Measured peak pressures are plotted versus
advancing-tip Mach number MAT, the primary nondimensional parameter of HSI
noise.

Similar to the hovering helicopter problem, linear theory substantially under-
predicts the radiated noise field of a helicopter in forward flight. The predicted
pressures are too low by at least a factor of 2, while the delocalization phenomenon
is definitely not captured by linear theory. Clearly, nonlinear effects must be
included in methods developed to predict the far-field acoustic radiation of high-speed
helicopters. However, the understanding that has been developed by modeling the
high-tip-speed hovering rotor has been applied, with some success, to the forward-
flight rotor problem. Numerical computational fluid dynamic simulations of the
advancing side of a high-speed rotor have been and are being made to help designers
keep the local shock waves from delocalizing to the acoustic far field.

BVI noise

Predicting the noise that arises from blade-vortex interaction (BVI) is just as
challenging as predicting HSI noise, but for different reasons. As discussed previously,
tile second term of equation (1) becomes an important source in the acoustic analogy
formulation If the blade pressure time histories are known and are treated as such,
then the governing equation (6) becomes linear and is solved with classic techniques
Although simple in concept to solve, the linear BVI problem is still quite complex
because it depends critically upon the local pressure distribution time histories of
the individual rotor blades In fact, accurate predictions of BVI noise necessitate a
very high fidelity in air load predictions or measurements. Predicting air loads to
the required accuracy for rotorcraft noise has not been possible to date Instead,
predictions of BVI noise have used experimental pressure distributions on the blades
as input

This type of computation has been attempted by several researchers (refs 63
to 65). One of the most reliable sets of sinultaneous pressure and acoustic
data was taken in the DNW wind tunnel on an AH-1 two-bladed model rotor
(ref 27). High-frequency (up to 20,000 Hz) data were gathered on many miniature
pressure transducers distributed over the blade and used as input for the resulting
computations. Parameter identification methods were used to develop a continuous
mathematical description of the pressures over the blade surface. This complete
description of the pressure time history was then used as input in equivalent forms
of equation (1) (refs. 63 and 66) and the results were compared with experimental
data taken in tile DNW wind tunnel. A typical comparison is shown in figure 59

The dashed curve in figure 59(a) is the contribution of the distributions of pressure
over the blade surface, while the solid curve represents the contributions of both blade
pressure and thickness For this microphone position (300 below the rotor plane),
the blade pressure is the dominant source of noise

The agreement between predicted and measured values is quite encouraging but is
not quantitative enough to be able to say that linear theory can be used to completely
model the BVI problem. In general, the correct number of BVI's has been predicted
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and the width of each pulse seems representative. However, the amplitudes of the
predicted pulses are different from those of the respective measured pulses by up to
a factor of 2.

In addition, there is evidence that some of these pulses become shock-like in
character when the BVI pulses are intense An example of this phenomenon for an
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AH-IS helicopter that was encountering BVI impulsive noise is shown in figure 60.
The two different waveforms that are shown were measured with the in-flight
technique previously described for steady-state flight at an IAS of 60 knots and a rate
of descent of 400 ft/min. The dashed curve represents a typical microphone pressure
time history of BVI noise, while the solid curve is representative of a severe burst of
BVI noise encountered during the run. The basic unsteadiness of this phenomenon
in flight tests is a general characteristic of this type of noise.

The shock-like character of the solid curve is evident. The pressure rise is quite
fast, but not instantaneous, even under the most severe BVI conditions measured
on this helicopter. This change in pulse shape from the more symmetrical pulse
shape typical of less severe BVI phenomena to a more asymmetrical pattern is
responsible for an increase in subjective annoyance of about 4 PNdB. Similar to

HSI noise predictions, linear theory does not predict this development of shock-like
behavior for BVI noise. Unfortunately, at this time not enough high-fidelity acoustic
data exist on this phenomenon to be able to assess the importance of nonlinear
effects for BVI in general. It is not known whether these nonlinear effects exist only
under exceptional circumstances or whether they are routinely encountered in many
helicopter operations where BVI is gcnerated.

Computational fluid dynamics calculations havc recently been applied to help
address a reduced class of these problems (refs. 67 to 69) -that of a rotor airfoil %% ith
a free vortex encountering two-dimensional unsteady flow (fig. 61). The vortex passes
from left to right, traveling x, chord lengths parallel to the flow at a distance of y'
chord lengths beneath the airfirfoil. That part of the complex three-dimensional BVI
problem where the vortex and the rotor blade are nearly in parallel alignment has
been approximated in two dimensions and the unsteady aerodynamic field near the

136



26.

I- wrm

-D wfm

IA

Figure 61. Twoim aesona aroiaion fof ee A-ISolm hdBaoed on

sief.tu70.Rt fdset 0 tmm 0kos Bsdo

*137



Sdwnifr

airfoil has been computed. The two-dimensional far-field acoustic solution has been
obtained - two separate methods: by direct numerical computation (ref. 70) and
by use of a Kirchhoff solution to map the near-field aerodynamics to the acoustic far
field (ref. 71). A sample computation of the vortex encounter with the airfoil is shown
in figure 62 (from ref. 70). Contours of scaled pressure disturbance (C" - C') ./§
are shown, where Cp is the pressure coefficient, Cp is the undisturbed pressure
coefficient, and N is the nondimensional distance of the source in the acoustic frame.

The development of a radiating acoustic wave is clearly evident in figure 62 as
the vortex passes about a quarter of the chord beneath the airfoil. The most dense
isobars exist forward and below the interaction process, an observation also made
in the full-scale flight test. Although quantitative relationships between two- and
three-dimensional acoustic problems are difficult, these computations can be used
to develop estimates of the real BVI problem. Results to date have indicated that
linearized small-disturbance simulations of the two-dimensional BVI problem do not
adequately represent the aerodynamic near field. A full Navier-Stokes simulation.
however, is not needed because all the important aerodynamic information which is
radiated to the acoustic far field is generated near the leading edge of the airfoil. A
high-order, time-accurate Euler method seems to yield the most cost-effective results.

In general, the shape of the leading edge of the airfoil seems to have the most
pronounced effect on the computed far-field noise. Sharp leading edges radiate more
noise than rounded ones. The importance of nonlinear aerodynamics on acoustic
radiation is still being debated, with some authors claiming significant effects while
others are claiming little to no measurable difference between linear and nonlinear
effects in the acoustic far field. A definitive experiment to verify these methods is
required.

Broadband Noise

Predicting the complete broadband noise spectra of rotorcraft is at best difficult
under very controlled conditions, and under less controlled conditions it is an almost
impossible task. Much of the problem occurs because it is often difficult to isolate
the most important governing mechanisms for the problem at hand. The broadband
acoustic radiation problem depends on details of the aerodynamic state of the
rotors. These aerodynamic details include inflow turbulence characteristics, blade-
wake turbulence characteristics, boundary-layer turbulence, etc. They act as input,
or forcing functions, to the acoustic sources, which ultimately radiate to the acoustic
far field.

Several approaches have been applied to calculate broadband acoustic radiation
(ref. 72). They all use modified forms of equation (1, where the primary source term
is the blade pressure. The broadband noise is due to the random forces (pressures)
applied to the fluid by the pressure of the blades. (It should be noted that others
have identified other broadband noise sources that are not dipole (force) in nature
that may be important in high Macl number flow. These are not considered here )
One approach treats the general case of unsteady forces distributed in space, with a
specialization in the rotating geometry of rotors. A becond approach approximates
the distributed blade forces as rotating concentrated forces (dipoles) A third
approximates a rotating blade as a sequence of straight-line motions and then
calculates the acoustic radiation from each blade element undergoing these linear
motions.
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(a) x,, 0=.lc. (b) xv = 0.4c.
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Figure 62. Pressure disturbance plots of NACA 0012 airfoil from computa-
tional Euler solution. Moo = 0.8; yv = -0.26c, Ft, = 0.2. (From ref. 70)

Hover

The broadband noise due to turbulence ingestion of a hovering rotor has been
studied for many years (refs. 73 and 74). Recently, a comprehensive experiment
was run on a model rotor in an anechoic chamber where the radiated noise and the
turbulence characteristics of the inflow to the rotor were both measured (ref. 74)
These inflow characteristics were then used to generate unsteady forces (pressures)
on the blade which were then used to calculate the acoustic radiation. The resulting
predicted and measured values are shown in figure 63. In general, at most azinuthal
locations, broadband noise theory tends to overpredict the low harmonics and
underpredict the high harmonics compared with the measured noise. It is difficult to
assess the contributions of steady forces and thickness at low harmonics because they
were not used as input to the current theoretical model. However, the agreement
between predicted and measured values at mid to high harmonics is quite reasonable.
The large discrepancy at a polar angle of 90' (in the plane of the rotor) is probably
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Vortex shedding is induced and produces a peaked but continuous acoustic spectrum
shape that can be predicted if the spectral content of the oscillating dipole source is
known.

Another potential source of broadband noise on rotors is locally separated flow
from local stall or from tip-vortex formation. Pressure fluctuations arise from large
local blade angles of attack or from the boundary layer being swept around the blade
tip by strong pressure gradients in that region. These fluctuations are then cast as
dipole radiators and the far-field noise from these sources is computed.

Forward Flight

The prediction accuracy and importance of several of these sources of broadband
noise have recently been verified in a model rotor test run in the DNW acoustically
treated open-jet wind tunnel (ref. 21). A 40-percent-scale model of a BO-105
helicopter was tested in forward flight at two different operational rotor speeds:
normal rotor speed (1050 rpm) and half normal rotor speed (525 rpm). At low
operational tip speeds, broadband noise theory does a respectable job of predicting
the shape and value of SPL's for the forward-flight condition shown in figure 64(a)
The noise levels in this ease are quite low, not typical of existing rotorcraft At
the higher, normal operational rotor speed, theory and experiment do not agree as
well (fig. 64(b)) In addition, another source of broadband noise, called blade-wake
interaction (BWI) noise, was identified and is a strong function of the rotor state.
In near-level flight, large low- to mid-frequency levels of this noise were measured.
In climbing flight (aTpp more negative) thcse levels were dramatically reduced It is
postulated that this effect is caused by a wake-induced unsteadiness, which is reduced
in climbing flight when the near wake of the rotor is more readily blown away from
the rotor-tip-path plane. (See fig 16.) Another source of this noise is postulated to
be the interaction of the turbulent core of a tip vortex with a rotor blade. For most
rotorcraft, this phenomenon is most likely to occur on the forward part of the rotor
disk, where the rotor blade often intersects the path of previously shed tip vortices.
The resulting unsteady blade pressures radiate broadband noise (ref. 75). It could
be argued that this source of noise is always present to some degree, even during
blade-vortex interaction. More careful experiments that measure the aerodynamic
flow field and the acoustic radiation are needed to validate these hypotheses.

The statistical nature and multitude of potential causes of broadband noise
have made theoretical prediction methods more difficult to 'validate than their
deterministic counterparts. Discrepancies of 10 to 15 dB on full-scale aircraft in
certain frequency ranges are not uncommon. However, for most rotorcraft, many of
these broadband noise sources are lower in level and annoyance than the periodic
main- and tail-rotor sources, and this fact makes their absolute prediction less
important. In addition, the higher frequency of most broadband noise causes these
sources to be rapidly attenuated by the atmosphere However, if the tip speeds
of future rotorcraft are reduced significantly, broadband noise might determine the
radiation levels and annoyance of these new vehicles.

Predicting the total noise of a rotorcraft is simply a matter of summing all the
important noise sources at a chosen observer position. Of course, the accuracy of
this prediction is in reality no better than the accuracy of any one of the important
noise sources Under very controlled conditions, many of these sources cannot yet
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Figure 64. Effect of rotor-tip-path-plane angle (OTpp) for CT = 0 0044 and
/i = 0 086 for two rotational speeds. (From ref. 21.)

be predicted to within 6 dB (factor of 2 in sound pressure), and this makes the
prediction of most rotorcraft noise spectra in a typical flyby difficult at best It
is generally believed that a good part of this prediction difficulty is the inability
to define adequately the aerodynamic input to the acoustic source model used to
predict the noise It is also likely that at the lngher tip Mach numbers of current
rotorcraft, nonlinear effects contribute to the lack of prediction accuracy. This is
clearly the case for rotorcraft in high-speed nonaxlal forward flight

Rotorcraft Acoustic Design Trends

It has been known for a long time that a proven way to reduce rotorcraft noise is to
simply lower the tip speed of the rotors This technique is especially effective if the tip

142



Rotor Noise

Mach number of any rotating blade on the rotorcraft is originally close to 1.0. In this
case, small reductions in tip Mach number can eliminate delocalization completely
and greatly reduce the annoyance of the vehicle. Unfortunately, large reductions in
rotorcraft tip speed are not cost-effective for most helicopters because they usually
require an increase in the operational weight of the vehicle for the same payload. For
example, lower tip speeds for the same input power require more blade area to carry
a given payload with adequate stall margins The added blade area increases blade
weight. The rotorcraft operating at lower tip speed and the same power also requires
a stronger (and usually heavier) transmission to absorb the extra torque. The lower
operational tip speed usually requires more added mass at the tips to ensure a safe
operational autorotation envelope, further increasing vehicle weight.

However, the most severe forms of rotorcraft noise have been mitigated to a
large extent in many helicopter designs of today when compared with the UH-1
designs of the 1960's. To some extent, these noise reductions are a diiect result of a
design philosophy change. Instead of emphasizing hover performance at the expense
of forward-flight performance to meet U S. military requirements, newer designs
have placed importance on both aspects of rotorcraft performance. In fact, in the
latest designs, high-speed forward flight is a highly valued attribute of conventional
rotorcraft. This increasing emphasis on high-speed flight has forced helicopter
designers to lower the hovering tip Mach number, which lowers the advancing-tip
Mach number as well and thus avoids compressibility effects in high-speed flight.
The compressibility effects not only can cause delocalization of acoustic waves, they
also can cause large increases in required power and severe vibration. Thus, it
is advantageous to aerodynamicists and acousticians that tip speed be reduced to
avoid delocalization in high-speed flight. Tip speeds of about 700 ft/sec, which allow
forward-flight velocities of about 150 knots, are common today.

The quest to go faster but keep tip speeds high enough to yield reasonable
hover and forward-flight performance has led to sonie blade design trade-offs on
conventional rotorcraft. In particular, the tips of most new rotor blades are now
thinned, tapered, and sometimes swept All three effects tend to reduce HSI noise
radiation Thinning the tip of the rotor directly reduces thickness noise and increases
the delocalization Mach number. Tapering the tip also reduces thickness noise by
lessening the thickness effect Finally, sweeping the blade tip, as in wing sweep on
supersonic airplanes, tends to lower the effective tip Mach number in the tip region,
thus reducing the peak noise levels and delaying and lengthening the maximum
thickness pulse time event. This latter effect can alter the location of the maximum
noise intensity point, focusing it more to the forward quadrant on the retreating side
of the disk with increasing blade sweep.

All these design changes for high-speed blades can have significant impact for
rotorcraft design and operations Thinning the tip definitely reduces HSI noise
and compressibility effects but also aggravates blade stall in both high-speed and
medium-speed maneuvering flight. The thinner, sharper airfoil sections stall at
smaller angles of attack and have more unfavorable pitching-moment characteristics
than their thicker counterparts. On the other hand, tapering and sweeping time tips
of rotors can yield aerodynamic benefits beyond reduced noise level. For example,
the replacement All-IS blade has a tapered tip that reduces 11SI peak noise levels by
6 dB and also permits the AH-1S to fly 10 knots faster at the same power compared
with the standard untapered blade (ref. 76).
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The design of these new rotor tips (and, in fact, of the entire blade) for noise
and performance is increasingly relying on computational fluid dynamics (CFD).
Sophisticated models of the rotor and helicopter dynamic system are being coupled
to CFD methods to model the rotor performance over a wide range of conditions.
Most applications of these new methods have focused on high-speed forward flight,
where there is simply no other way to predict the nonlinear aerodynamic and
acoustic environment of the rotor. Tip shapes to minimize acoustic delocalization
and optimize performance are being tested in wind tunnels today and will increase
the cruising speed of tomorrow's conventional helicopter.

Designing rotors to minimize noise due to BVI is more challenging. Although
reducing the tip speed of the rotor does significantly reduce BVI noise, this alone
does not mitigate the problem enough to allow the helicopter to operate acceptably.
Increasing the number of blades in the rotor system has probably been the most
effective means to date of reducing this noise. For the same thrust, increasing the
number of blades effectively reduces the strength of each blade-tip vortex. This,
in turn, lessens the amplitude of the interaction pulses and reduces the radiated
noise field. However, increasing the number of blades also raises the frequency of
the BVI phenomena and therefore tends to increase the subjective annoyance levels.
However, these higher frequencies can be more rapidly attenuated by the atmosphere.
Of course, too many rotor blades on helicopters also cause practical engineering
problems Four and five mam-rotor blades are standard practice throughout the
industry today.

There have been many attempts at tailoring the tip shapes on rotor blades to
reduce BVI noise (refs 77 and 78). The concept is to spread out and diffuse the
vortex so that the BVI is softened to radiate less noise. Other aerodynamic surfaces
have also been added to the tips of rotors to hasten this diffusion process, with limited
success to date. The best reduction method so far has simply been to taper the tip of
the rotor to diffuse the concentrated bound circulation. In addition, the small chord
in the tip area decreases the chord Reynolds number and makes the viscous effects
more important. The BVI noise levels with the K747 tapered tip blade have shown
reductions in peak annoyance levels up to 5 PNdB when compared with rectangular
AH-1S blades (ref. 76).

Tail rotors have been significant sources of noise on most helicopters, especially
from a community annoyance standpoint. In addition to the isolated rotor noise
sources such as HSI and BVI noise, much of the tail-rotor noise is caused by unsteady
velocity fluctuations (diity inflow) passing into the tail rotor. Vortices shed from
main-rotor blades and separated flows or vortex flows trailing from the fuselage and
hub all create a disturbed inflow to the tail rotor that create tail-rotor noise, mostly of
a harmonic nature Designs to minimize this noise source on conventional tail rotors
have focused on placing the tail rotor in as clean a flow as possible under all flight
conditions The most direct way of reducing tail-rotor noise is to remove or replace
the tail rotor entirely. This has been done on some French helicopters with a fan-
in-fin design to provide directional control and to counteract main-rotor torque. Of
course, the fan-in-fin design has its own unique noise characteristics, a high-frequency
whine that, at close ranges, can be more annoying than the tail rotor it replaces.
Replacing the conventional tail rotor with a circulation-controlled boom with a small
jet reaction control at its end has also been successfully demonstrated in tie United
States The concept counteracts most of the main-rotor torque by generating high
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lift coefficients on the circulation-controlled boom, which operates in the main-rotor
downwash field. The pilot controls yaw through the small jet reaction control. Noise
measurements on this novel approach have been encouraging.

Broadband noise from main and tail rotors can be important in certain flight
regimes. To date, no effective means have been found to reduce this source of
noise from the main rotors without lowering tip speed and degrading performance.
However, on tail rotors, where the chord Reynolds numbers are low, tripping the
boundary layer to avoid Karman-vortex-like streets has also been used to minimize
high-frequency shedding noise.

The introduction of tilt-rotor aircraft may revolutionize the rotorcraft industry
and will probably change the sound of rotorcraft. High-speed impulsive noise and
blade-vortex interaction noise will also govern the acoustic design of these vehicles
(ref. 79). In hover, the highly twisted, heavily loaded blades will exhibit both steady
and unsteady loading and thickness effects. In transition flight in the helicopter
mode, HSI and BVI effects will dominate. Fortunately, in cruising flight in the
aircraft mode at reduced tip speeds, very little noise will be radiated, so this will
be a very quiet cruising vehicle. Near terminal areas, when the tilt rotor is in the
helicopter configuration, noise levels similar to helicopter main-rotor radiation can
be expected. The major design parameter to control this noise is tip speed. However,
lowering the tilt-rotor hovering tip speed reduces its hovering performance, an already
critical parameter for cost-effective operation of this vehicle. Operational tip speeds
of 750 to 800 ft/sec are expected to yield good performance and reasonable radiated
noise levels for military missions Further reductions in tip speed may be required if
commercial utilization of this new class of vehicles is to be realized.

The design of rotorcraft to minimize noise radiation has been said to be so complex
a problem that both the researcher and the designer need not fear losing their jobs
as technology progresses Indeed, large noise reductions sometimes seem to be nigh
impossible without sacrificing performance. Substantial progress has been made
to reduce rotorcraft noise, and design tools are now available to avoid developing
vehicles that are not good neighbors In the next 10 years, these techniques will
continue to become part of the rotorcraft design process, leading to the evolution of
better performing, quieter rotorcraft.
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Introduction

Typical Engine Components and
Configurations

Rotating and stationary blades, often in proximity to each other. are the essence
of turbomachinery as ured in flight vehicle propulsion. Fans, compressors. and
turbines each can generate significant tonal and broadband noise. Figure I is a
schematic cross section of the most common propusion system used in commercial
civil aviation-the high-bypass-ratio turbofan engine. The most prominent compo-
nent, the fan, whose noise-generating mechanisms are outlined in figure 1. will be
the focus of much of the discussion iii this chapter because it is the primary turbo-
machinery noise source and the physics involved illustrates the key elements of the
aeroacoustics of turbomachinery. Compressor and turbine noise can be important at
low power settings, particularly for the blade rows nearest the core inlet or exhaust.
Other propulsion systems, such as the turbojet and turboprop, have turbomachinery
configurations similar in component arrangement to the core portion of the turbofan.

Contributions to Flyover Noise

The primary concern for turbomachinery noise is the community exposure during
takeoff and approach operations. Contributions of turbomachinery components to
flyover noise are shown in figure 2 as taken from system noise predictions for an
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Operating Regimes and Spectral
Content

Typical values of turbofan geometric and aerodynamic operating parameters
are listed in table 1. Most recent designs favor fewer blades with wide chords.
The two operating points of interest for community noise, approach and takeoff,
correspond to subsonic and supersonic tip Mach numbers. Corresponding far-field
spectra are very different in character, as shown by the narrow-band examples in
figure 3. Subsonically. blade-passage frequency and its harmonics are superimposed
on a broadband component, while supersonically, all multiples of shaft frequency
appear. The latter are referred to as multiple pure tones, or -buzz saw- noise,
prominently radiated from turbofan inlets during takeoff. Compressor tones radiate
from the inlet and also may produce sum and difference frequencies from interaction
with or scattering by the fan tones. Turbine tones radiating from the core exhaust
are higher in frequency than the fan fundamental because of higher numbers of blades
per stage.

Table 1. Typical Turbofan Geometric and Aerodynamnic Operating Parameters

Design pressure ratio ...... ........................... 1.5 to 1.7

Deign tip Mach number ....... ......................... 1.1 to 1.4

Tip relative Mach number ................... 0.8 (approach) to 1.5 (takeoff)

Solidity. chord/spacing ...... .......................... ... 0 to 1.5

Work factor .......... ............................... 0.3 to 0.6

Blade numbet .. . .. ................................... 20 to 40

flub/tip ratio ........ ................................. 0.4

Elements of the Generation Process

The physical processes which link unsteady aerodynamics of the turbonachinery
flow field to the resultant far-field acoustic signature are shown in the flowchart
in figure 4. Elements in ovals are inputs to (or outputs of) ihe processes in the
rectangles. The four processes- blade unsteady aerodynamic response: acoustic
coupling to the duct; propagation in the duct, which may contain other blade rows
and have acoustically treated walls: and acoustic coupling (radiation) to the far
field have each been studied and modeled separately as convenient elements of
the overall problem. A knowledge of the inputs and outputs -unsteady flow field
disturbance experienced by the blades; fluctuating blade surface pressures; and duct
acoustic mode content at the entrance and exit of the duct -is required to link the
processes and arrive at the final output, which is far-field directivitv and spectra.
At supersonic relative blade velocities, a rotor-locked shock wave system appears on
the blades and couples to the duct in a way which depends on nonlinearities and
blade-to-blade differences. This mechanism is denoted in figure 4 by the elements
enclosed by dashes in time tipper right.
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Figure 3. Typical turbomachinery sound power spectra.

From an experimental viewpoint, the intermediate inputs or outputs denoted in
figure 4 are often missing; only acoustic measurements in the far field are available
for a particular turbomachine operating point. In fact, one of the greatest hindrances
to applying theories for the individual processes to practical situations has becn the
lack of definition of the key input-output quantities at the interfaces. Diagnostic
measurements of flow disturbances, blade surface pressures, and modal content have
begun to correct this deficiency.

This chapter first discusses some theories used to describe the processes in figure 4.
A description of noise mechanisms which have been identified experimentally follows;
this description deals in large part with the inputs and outputs. Sample ap~plications
of the theory and experiment to specific in-flight sources are followed by an overview
of full-scale-engine machinery noise technology. Finally, concluding remarks indicate
the significance of recent advances and point out unsolved problems requiring
attention to move toward more integrated quiet designs.
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Figure 4. Turbomachinery noise-genertwn processes.

Process Description: Theory

Blade Pressures

Fluctuating pressures for which phase or trace speed with respect to a stationary
observer is supersonic radiate sound to that observer. The origins of the fluctuating
pressures on blade rows are incident vortical disturbances called gusts.

Blade Response to Periodic and Random Gusts

An incident periodic gust, "frozen" in the flow, is invariant with position as it
is transported with the mean flow velocity Uo0. With respect to a particular blade
row, the mathematical description takes the form

uoo = aexp [z(k- y - kl Ut) (1)

where the vortical gust velocity vector uo has amplitude a and is transported past
the airfoil with relative velocity Ur. The coordinate system y is fixed to the blade,
with the yl direction along the blade chord The velocity component normal to the
chord in the y2 direction is the "upwash" and is responsible for the blade pressure
fluctuations in the linearized approximation.

155



Groeneweg. Sofrin, Rice, and Gliebe

The fluctuating normal force per unit span on the blade F2 is given by the
expression

F2 = -poUra2Cexp i(k3Y3 - klUrt)] 9 (kl, L3, lM) (2)

where c is the blade chord, Po is the ambient density, and Q is the response function for
a gust of wave number k convecting at U, with respect to the blade. The chordwise
wave number is k I = w/U, and the reduced frequency of the gust is C = wc/2Ur,
where w is the gust frequency.

An array of solutions for g in special cases exists (refs. 2 to 7), some of which
are summarized in table 2. They range from the simplest, the Sears function S for a
single airfoil in incompressible flow (ref. 2), to three-dimensional gusts impinging on
a cascade of thin airfoils (refs. 3 and 6). The Goldstein and Atassi case is included as
the one departure from linearized analysis which examines the second-order effects
of finite loading, namely, thickness, camber, and angle of attack.

Table 2. Gust-Airfoil Response Models

Imestigator Reference 2D/3D Airfoil geometry Flow Description
Sears 2 2D Single, Incompressible
S() infinite span
Goldstein 3 2D Single, Compressible High-frequency limit
S(a1 1'f) semi-infinite chord,

infinite span

Amiet 4 2D Single, Compressible Low-frequency limit

S(a, Af,) infinite span
Graham 5 3D gust Single, Compressible Developed relations
9(kj,k 3,M.,) infinite span between special cases

I above
Namba 6 3D Cascade, Compressible Annular cascade

finite span

Goldstein 7 2D Single Incompressible Effect of thickness,
and Atassi camber, angle of attack,

and high-frequency
limit

Goldstein 3 2D Cascade, Compressible Linear cascade
finite span

Figure 5 compares the magnitudes of the Sears function and its compressible
approximations with those of the oblique gust response of Filotas (ref. 8), which
includes the spanwise components of the wave number a3 = k3 c/2. As shown, the
spanwise gust components reduce the magnitude of the response. Phase shifts also
occur.

When the incident gusts are random rather than periodic, the gust velocity
expression (eq. (1)) takes the form of a continuous spectrum of vortical velocity
disturbances For a frozen gust in homogeneous turbulence, the blade-lift-power
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Figure 5. Airfoil gust response functions for single airfoil.

spectral density H22 is given by

H22(g3,k,) pc)U19 ( ,k3 , Mr) ~f$2(.k, 3  l 2  (3)

where $P22 is the moving-axis spectral density of the upwash velocity. (See chapter 3
of ref. 3.)

Rotor-Locked Blade Pressure Field

When the steady pressure field "locked" to any particular element of the rotor
surface moves supersonically with respect to a stationary observer, sound is radiated
to tile observer. The presence of tile duct around the rotor modifies tile radiation
condition, as is shown where coupling to tile duct is discussed. If velocities relative to
the rotor blades are supersonic, the rotor-locked pressure field takes on the distinctive
impulsive character associated with shocks on the blades and the inlet propagation
leads to formation of multiple pure tones.

Coupling to the Duct-Modes and
Cutoff1

Knowledge of the modal structure of sound generated by blade-vane combinations
and other periodic interactions is useful in several ways Propagation ill the duct
call be predicted and may be controlled, sound-absorbng liners call be designed
effectively, radiation directivity patterns can be estimated, and, to some extent,
acoustic blade design may benefit from such information.

This section describes, in general terms how the unsteady aerodynamic forces
just discussed couple to the duct and generate acoustic modes. The structure of the
analysis is best revealed if we consider a duct of any cross-section geometry having
acoustic modes denoted by 0kq(r), where r is the two-dimensional position vector of

Section authored by Thomas G Sofrmi
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a point in a cross section in an appropriate coordinate system. For harmonic time
dependence we have

p(x, r, t) = Re [P(x, r) exp (-iwt)] (4)

The pressure p at (x,r) due to a unit, concentrated, harmonic force at (xo,ro) is
called the Green's function. This function, which may be considered an "influence
coefficient," is different for unit forces in the x-direction and for forces in either of
the cross-section coordinate directions. The analysis assumes that one such specific
force orientation is under consideration. This Green's function is denoted by

G(x, rlxo, r.)

Instead of a single concentrated force at (x,,, ro), the force is distributed over a region.
For simplicity it is assumed that it is distributed over a cross-section plane at x = xo.
If its intensity (force per unit area) is f(ro), the force on a surface element dSo is
f(ro) dSo and the resulting pressure P at (x, r) is the product

G(x, rixo, ro)f(r.) dSo

Consequently, the effect of the complete force distribution is expressed by the integral
over the source plane:

P(x, r) = s. G(x,rjxo,ro)f(ro) dSo (5)

Expressions for the Green's functions for common duct geometries exist (e.g., ref. 9),
but equation (5) does not give the desired result directly.

We are not primarily inte.,rested in the local pressure at (x,r), but rather in the
modal composition of the pressure at station x. That is, we require the coefficients
of the modal components iOq(r) at x. These can be obtained as follows.

Since G(x, rlxo, r.) is the pressure resulting from unit force at (x,, ro), it can be
expanded in a series of modal functions imp. The source distribution can be similarly
expressed. The resulting integral in equation (5) can then be easily evaluated since
the .- functions are orthogonal. The result is automatically in the desired form for
the modal composition of the acoustic pressure at x.

Accordingly, let the source distribution be represented by the series

f(ro) = E fqbq(ro) (6)
q

The coefficients fq depend on details of the unsteady aerodynamics and also on the
modal functions ibq for the duct geometry. They must be obtained by numerical
methods.

The expansion of the Green's function is a more complicated expression, but
it has the advantage of being known for common geometries (ref. 9). It is more
complicated because x and r must be involved as well as ro. The Green's function
can be expanded in the following form:

G(x, rlxo,ro) = Gpbp(r)Op(ro)exp {i [kXP(x - Xo)]} (7)
P
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The Gp coefficients are known constants, generally involving frequency. Also, the
axial wave number k. is frequency dependent. Above cutoff for the ip mode, kp
is real and a propagating wave results. At lower frequencies k is imaginary, an
indication of exponential decay.

With the expansions in equations (6) and (7), equation (5) can be arranged as
follows:

P(xr) = F GpiGp(r) f 1Pp(ro)Oq(ro) dSoexp {i [kxp(x - xo)]}
q P "ois.

Since the modes tpp and ?Pq are orthogonal, the integral vanishes for all p 5 q. In
the case of p = q the integral f ipp(r 0 )2 dSo is denoted by AqSo, and the resulting
equation is

P(x, r) = _ AqSofqGqq(r) exp {i [kq(X - Xo)] } (8)
q

(The normalizing factors AqSo are frequently included with the known coeffi-
cients Gq or the functions 10, in which case eq. (8) can be written as P(x, r) =
SGiq(r) exp {i [kxp(x - Xo)] }.)

q
Equation (8) states that the pressure amplitude of the mode bq at station x is

proportional to the product of fq and Gq. This fact is intuitively clear-fq is the
strength of the qth modal distribution of the exciting force at the source and Gq is
the "transfer function" relating the pressure response at station x in mode q to a
unit strength force distribution in the same shape or mode at the source plane x,

All the factors in equation (8), with the sole exception of fq, are fixed functions
of the duct geometry and are completely independent of the aerodynamic forcing
functions (although Gq is different for different force orientations such as axial,
tangential, or radial). Two ways of producing but a small modal amplitude are
the following-

1. Mode q is cut off at the operating frequency. Cutoff is defined such that
the wave number kxq is imaginary (or has an imaginary part), so that the function
exp {z [k.p(x - Xo)] } supplies an exponential attenuating factor to ?pq. Specifically,
the cutoff ratio is defined as 4 = koroIamnj, where crmn is the duct eigenvalue for
the (in,n) mode and 0 = (1 - M2)1/2, where MD is the duct axial Mach number.
For 4 > 1, the (in, n) mode propagates. For annular duct geometry the details of
the mode functions are given in reference 10. The kinematic expression (see ref. 11)
relating to rotor-blade and stator-vane numbers B and V is

IsB Mt (9)sB-WI Mx*,,
where s and k are harmonic integers, Mt is the blade-tip rotational Mach number,
and Mnn is amnm/mi (where in = sB - kV).

2. If mode q propagates, a way of reducing its strength is to design the aero-
dynamnic force excitation distribution so that the coefficient fq is small. This means
that the force is distributed over the source plane in such a way that when it is
resolved into a set of ¢(ro) finctions, the qth mode Oq(ro) is substantially absent.
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In practice (to the extent that tailoring of the force field is feasible) the objective
should be to have the lower order modes (as measured by the eigenvalues) cut off.
This cutoff is conventionally done by selection of blade and vane numbers and is
feasible for, at most, a very few circumferential modes. Then, for the propagating
modes, the radial distribution should be tailored. (To simplify notation, a single
index has been used to identify modes, such as iq. For specific ducts such as
annular or cylindrical, a double subscript is used, such as 0 mp. Here m specifies
the "circumferential mode" number and i indicates the associated "radial mode"
number. As discussed elsewhere, the various values of m1, are the products of
harmonic and Bessel functions.) For example, if the mode m = 8, it = 0 propagates,
it may be found that the associated radial modes it = 1 and 2 also propagate but
that m = 8, p > 3 do not. Then, if the radial force distribution is shaped such
that it has only small components for ja = 0, 1, and 2 (with the bulk of its energy
in higher radial modes), these higher modes will decay and give the desired result.
The implementation of these strategies for minimizing acoustic mode amplitudes is
discussed in more detail in the section entitled Full-Scale Engine Applications.

Blade Row Transmission

As acoustic modes generated on a blade row propagate upstream and downstream
in the engine ducts, they encounter other blade rows which both reflect and scatter
the acoustic energy flux. For example, rotor viscous wakes and tip vortices interacting
with a stator produce upstream-propagating modes which must traverse the rotor
before reaching the inlet entrance and radiating to the far field. Some of the modal
energy flux is reflected back to the stator, which must be negotiated before radiation
from the exhaust duct can occur. The rotor also scatters incident modes into
other circumferential orders, the result being a shift in modal energy into other
harmonics of rotor blade-passage frequency. If the modal content incident on the
rotor is generated from a downstream rotor turning at a different angular rate, the
upstream rotor caii scatter incident modes from the downstream rotor into sum and
difference frequencies of the two. Methods of quantifying these phenomena will now
be described.

Energy Reflection and Transmission

Table 3 summarizes blade row transmission analyses available in the literature
(refs. 12 to 18). References 12 and 15 obtained results similar to the actuator disk
analysis of reference 13 even though the approaches and assumptions were quite
different. The overall dependence of transmission on relative Mach number along
the blade chord Mr and two-dimensional cascade geometry are illustrated in figure 6
(from ref. 13). The incidence angle with respect to the blade chord is a, and the
stagger angle is X. It is worth noting that the incident wave direction is defined by
the group velocity vector defining energy flux in the wave. The abscissa, 6 = X - a,
is the incidence angle with respect to the duct axis. Two values of 6 exist where
transmission is potentially high. The obvious one is where the wave is aligned with
the blades (6 = X) and the transmission is completely independent of Mr. The other
potentially high transmission angle is limited to low Mr, approaches a transmissmon
coefficient of 1 as Mr-* 0, and corresponds to tile case where the scattering (hipoles
ol tile blade surfaces have their axes ahigned with the blade chord.
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Table 3. Blade Row Transmission Analyses

Investigator Reference Methods

Mani and Horvay 12 Wiener Hopf; 2D; c > A,
includes scattering from one harmonic to another

Kaji and Okazaki 13 Actuator disk (includes steady loading); 2D; solidity: s -. 0

Kaji and Okazaki 14 Accelerator potential; 2D; finite solidity

Amiet 15 Quasi-steady Prandtl.Glauert with far-field radiation;
A >> c, A >> s

Philpot "16 Used Amet in 2D stripwise form

Cumpsty 17 Linear kinematic arguments, scattering and production of sum
and difference tones

Gumpsty a18 Role of blade row transmission in rotor-stator interactions,
radial scattering emphasised

0Heavily experimenital.

it!, hasmoiss coefficients

x = 0 0
, kc=

10

Wave ,0li 1

Corstating wave I I- ' il
0 7/ J ~ill

40,

/ Wave -90 -60 -30 0 30 60 0

N/ Anglesof incidesce, deg

Conirarstating wave

Figure 6. Blade row transmission. (Besed on ref. 13.)

Since real fans have continuously varying stagger angles from hub (low X) to tip
(high X), earcs blade cliordwise strip trasmits incident sound waves differently. Strip
theory approximatioiis (refs. 16 and 18) have beein used iII attempts to account for
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the transmission of actual annular duct modes. The equations for wave angles and
transmission coefficients may be expressed in terms of cutoff ratio. For the special
case where swirling flow exists, such as between rotor and stator, the cutoff ratio is
more complex. In a three-dimensional rectangular approximation to a thin annular
geometry,

2'R 2 (10)

where s = -1 for contrarotating and 1 for corotating modes, &, is the cutoff ratio
with swirling flow, and R is the average radius of the annulus.

Multistage TRansmission

Propagation through multistage axial-flow machines having nonuniform annular
ducts carrying the mean axial and swirling flow is treated in reference 19. The
analysis is based on an electrical transmission line analogy (four-pole theory) where
the annular duct is treated with a strip theory applicable to high hub-tip ratios.
No modal distortion is considered, so A is greater than twice the blade pitch Large
cascade coupling effects (nonlinearities) exist at low frequencies, and flow swirl affects
cutoff (as noted in eq. (10)) and propagation.

Duct Propagation and Radiation
2

Since another chapter deals with this subject in detail, including propagation in
lined ducts, only a limited discussion is included here.

The emphasis in this section is on a propagation description in terms of cutoff
ratio for untreated ducts. This approach is compatible with ray acoustics and has
the advantage of appealing to physical intuition in terms of wave fronts and rays.
The specific goal here is to offer a tool for diagnosis of turbomachinery source noise
through analysis of far-field directivity or modal content at diagnostically significant
locations in the engine ducts. Just as blade rows can scatter incident energy into new
modes, area changes can also involve modal scattering particularly if axial gradients
in the area are high.

Inlets-Upstream Propagation

If all blade row transmission effects have been accounted for, the modal content
propagates to the far field through variable-area ducts carrying flow and radiates
from duct openings through nonuniform flow fields. For inlet radiation two distinct
flow fields are of interest: largely radial potential flow in the static test case, and
flow from an inlet stream tube that is only slightly larger than the inlet diameter in
the flight case The Wiener-Hopf technique, applicable only to inlet lips of negligible
thickness, has been applied to two idealized cases. One is uniform external and
internal flow at the same Mach number, and tile other is external flow at a constant
Mach number bounding a cylinder of higher uniform Mach number extending out
of the inlet. The former is an approximation to the flight case but tile latter is
unrepresentative of any real inlet flow. Two other approaches to analyzing inlet
radiation have been followed. The first uses simplifying assumptions based on ray

2
Seetlen authored by Edward J. Rice
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acoustics, while the second uses a fully numerical solution incorporating the actual
flow field and inlet lip geometry.

Approximate expressions for inlet radiation have been developed in terms of mode
cutoff ratio . The key simplification in the cutoff ratio formulation is that modes
with the same and with r7 = fD/c propagate similarly to the far field. This
has been demonstrated for radiation from a flanged duct without flow (ref. 20) and
is fairly accurate for principal-lobe radiation (ref. 21). Two important duct mode
propagation angles, Ox and Px, are defined in reference 22 as

Cos 0 = -MD + S1 - MDS

and

Cos OX = v S1 -_M S2  (12)

where

S = VI -(1/0 2 )  (13)

and MD is the duct axial Mach number. Here, Ox and Ox are respectively the angles
which the vector normal to the wave front and the group velocity vector make with
the duct axis. The duct mode angle ep, given by equation (12), closely approximates
the angular location of the principal lobe in the far field (ref. 22). This conclusion
was reached by inspection of the directivity coefficient appearing in the Wiener-
Hopf solution for the case of uniform flow everywhere (ref. 23); an expression for
the principal-lobe angle identical to equation (12) was obtained. The approximate
equality of duct mode angle and far-field principal-lobe radiation angle suggests that
ray acoustics arguments can be used to link the two angles for case: where the flow
is not uniform.

Ray acoustics ideas have been applied to the case where far-field velocity is
substantially less than inlet duct velocity, the limit being the static case, where far-
field velocity is zero. Based on a ray acoustics analysis which showed that refraction
in a potential flow is second order with respect to Mach number (ref. 24), the wave
fronts were assumed to be unbent going from duct to far field. That is, Ox was
assumed to be unchanged. Since 0. and V, are identical if Mach number is zero, the
group velocity in the far field was assumed to have been shifted. At MD = -0 4 and

1 (near cutoff), the calculated radiation peak is at 660 while the group velocity
in the duct propagates at Ox = 90'. A peak near 660 was observed in the far field
for a nearly cut off mode generated by a controlled fan source (ref. 25). However,
ae agreement of this observed peak with the theory, which neglects lip shape, may

be misleading. A propagation phenomenon associated with the very thick inlet lip
used in the experiment may have controlled the principal-lobe location. An analysis
of propagation in a variable-area duct with gentle area variation showed that mode
identity is preserved (i.e., no scattering occurs, refs. 26 and 27). Thus, as a mode
propagates from the inlet throat to the highlight, increases causing 0. and Ox to
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decrease. Recent extensions of ray theory for propagation through an irrotational
flow (refs. 28 and 29) imply that it is the group velocity vector which is unchanged,
not the normal to the wave fronts. The difference between the two assumptions is
significant; for example, the 66' versus 90 ° peak near cutoff and current evidence
point to preservation of group velocity as the better approach.

Numerical Model

A hybrid numerical program has been developed (ref. 30) and exercised (ref. 31)
to calculate both the internal and external sound propagation for actual engine inlet
geometry and flow conditions. It is a hybrid program in the sense that a finite-element
method is used to calculate sound propagation within the duct and in the near field
and an integral radiation method handles the sound propagation in the far ield
Iteration is required to match the two solutions at the interface A potential-flow
program is used to generate the steady flow for the actual inlet geometry, boundary
layers are not included. The input to the program is the pressure profile for a given
mode in the annulus at the fan source. Although the combination of high Mach
number and high frequency requires huge amounts of computer storage, some inlet
geometry effects at modest frequencies and Mach numbers have been studied which
were previously impossible to analyze.

Figure 7 contains the numerically predicted inlet tone directivity and the mea-
sured levels generated by a controlled source-a JT15D engine with inlet rods
(ref. 25). A single (13, 0) mode propagates at the fan speed shown. The excellent
agreement between the hybrid solution and the data is in contrast to the Wiener-Hopf
solution for ar infinitely thin lip. The thick lip used in the experiment (thickness-
to-diameter ratio of 0.5) shifts the radiation peak toward the axis, as discussed in
the preceding section, and acts as a shield to reduce the levels in the aft quadrant.
The dependence of the directivity on inlet lip thickness is illustrated in figure 8, in
which the shielding effect is also clearly evident. The numerical results show that
the radiation peak moves aft as the lip gets thinner. At a thickness-to-diameter ratio
of 0.1, the radiation pattern agrees very well with the Wiener-Hopf (zero thickness)
result shown in figure 7. The hybrid program is a powerful tool for the solution of
"real" inlet radiation problems.

Exhaust Radiation

In contrast to the complex inlet flow field, the exhaust flow, with mixing
neglected, is much simpler. The fan exhaust may be approximated as all emerging
cylindrical flow at MD surrounded by a uniform flow at free-stream Mach imuber
Mx; these conditions fit the requirements for an exact Wiener-Hopf radiatiomn
solution The approach of using ray acoustics and mode cutoff ratio to approximnate a
solution can also be applied with more confidence to the aft slip layer. Starting from
the equation for the zero-flow flanged duct radiation, a coordinate transformation was
applied to account for the duct flow, and ray acoustics arguments were applied across
the slip layer (ref. 32) Sigle-mode aft directivity from the approximate expression
is presented with results from the full Wiener-Hopf solution (ref. 33) in figure 9
The good agreement builds confidence in the simplifications used to generate the
approximate solution The Wmner-Hopf solution gives finite levels iii the zone of
silence, although the particular values from reference 33 are believed to be incorrect.
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The location of the principal lobe in the far field O.fp is found from the
approximate theory (ref. 32) to be

-MjD + jf1- 2 )

COSlfp2 + (14)
- M2)( + MD V' --f(
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for the static case (M = 0). For 31D = 0.6 and 1, -,fp = 160' measured fromJthe exhaust axis indicates that modes near cutoff radiate to the inlet quadrant. The
analogous inlet analysis (eq. (12)) indicated that near-cutoff-mode peaks remain in
the inlet quadrant. Thus. the iulet quadrant contains the near-cutoff-mode peaks no
matter where the sound originates.

The locations of the peak sound presure levels (the principal lobes) radiated from
both inlet and exhaust are shown superimposed in figure 10. which relates cutoff ratio
to principal-lobe angular location. Note that low cutoff ratios are associated with
modal propagation nearly perpendicular to the duct axis. a situation f :orable for
absorption of the sound by duct linings. In contrast, high cutoff ratios are associated
with nearly axial modal propagation, a situaton where absorption by3 wall treatment
is minimal. For the case illustrated in figure 10, aft duct modes radiating in the aft
quadrant dominate the principal-lobe peaks in the range of angles important to
flyover noise.

Broadband Noise Radiation

In the previous discussions it is implied that we are dealing with tones which are
dominated by a few. or at least a reasonably limited number of. modes. This is not
the case for broadband noise. which is produced by sources which are random in both
time and location. All propagating modes will be energized, and the problem is to
estimate the distribution of energy in the various duct modes, the number of which
can be immense at the high frequencies encountered with turbofan noise. Idealized
models, such as equal amplitude per mode or equal energy per mode. have been
assumed for this modal distribution. Because of the random nature of *he noise
source, equal energy per mode is an appealing assumption. In fact, Dyer (ref. 34)
has shown that a random source in a circular duct would produce equal partitioning
of energy in the modes.

Because of the large number of modes carrying energy, it is also convenient to

consider an integration over the modes (continuum assumed) as an approximation
to the exact summation to account for the total energy. These two ideas, integration
and equal energy per mode, have been combined in reference 20 to provide a very
simple approximation for the far-field distribution of broadband noise, P ; cos m,.
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by cutoff ratio.

This radiation directivity has been compared with broadband inlet radiation data in
reference 20 and the agreement is very good. The same approach was tried for the
tonal energy which is produced by somewhat random inflow distortion. For this case
the continuum idea seems to hold. but the energy is distributed more heavily toward
near cutoff modes. Radiation of broadband noise from the aft duct has been treated
in the same approximate manner in reference 32. Again. an approximate expression
was derived which shows reasonable agreement with experimental data.

Mechanism Identification: Experiment

In any turbomachinery there are usually several contributing noise-generating
mechanisms simultaneously at work. The term -mechanism identification- as used
herein refers to pinpointing the blade row and origin of a particular pressure field
which is unsteady when viewed in the laboratory reference frame and which is
responsiblc for a substantial part of the iadiated acoustic power. A particular flow
disturbance or nonuniformity interacting with a particular blade row results in blade
pressure fluctuations, portions of which couple to propagating acoustic modes in the
duct. Rotor-alone steady pressure fields radiate only when the ducted rotor reaches
or exceeds a rotatiomal speed near supersonic tip speed, depending on the number
of blades. The labeis on the engine cross section in figure 1 indicate some of the
candidate turbof;-. mechanisms. Flow disturbances are grouped according to the
blade row with which they interact.

Flight Simulation-Inflow Control

The flow disturbances may be alternatively classified as those originating exter-
nal to the engine but drawn into the inlet and those originating inside the engine.
Although it has long been recognized that ingested external disturbances may con-
trol fan noise generation (ref. 35), it was the high-bypass-ratio engine flyover noise
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data, acquired in connection with noise certification requirements, which established
that ground-test tone levels are cotroLled by etranmous inflow disturbances unep-
resentative of flight (reL 36). In fact, the practicality of the concept of choosing the
%wne-blade ratio for cutoff (refs. 10 and 11) to greatly reduce the fundamental tone
was Jim demonstrated in rig tests and later conclusively confirmed in flight and in
wind tunnels, ,sshown by theexampes infigure 11. Both fans (figs. 11(a) and 11(b))
were designed for cutoff'at subsonic tip relative Mach numbers and showed dramatic
decreases in fundamental tone levels in flight or with forward velocity,
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(a) High-bypass-ratio engine in flight.
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(b) Fan in anechoic wind tunnel.

Figure 11. Effect of fortward velocity on fan blade-passage tone in inlet duct.
(From ref. 36.)

Flight Simulation

The approach to controlling the inflow for flight simulation in static tests has
evolved around the concept of inlet hoieycomb-grid flow conditioners which must
be acoustically trasparent over the frequency range of interest. Figure 12 shows
the range of inflow control devices (ICD's) investigated at the NASA Lewis Research
Center (refs. 37 to 40). The sizes of the external devices, shown in figures 12(a)
and 12(b), ranged from roughly 4 to 2 fan diameters D/Df n. An in-duct honey-
comb was aerodynamically effective but uacceptable from an acoustic transmission
standpoint. The first-generation design (fig. 12(a)) drew on flow conditioning work
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for turbulence reduction (ref 41) to arrive at the scree-hoeycomb composite struc-
ture. The most recent version (f4& 12(b)) is reduced in size. uses honeycomb only,
and emplo thinner support ribs with more -refully bonded joints and cleaner at-
tachment to the inlet lip (ref. 42). The shape conforms to an equipotential surface.

Flight data from a JTISD engine on an OV-1 test-bed aircraft (ref. 40) confirm
the effectiheness of the IlCD of figure 12(b), as shown in figure 13. The fundamental
tone directivity with inflow control agrees well with the flight data except at the
most forward angles, where the signal-to-noise ratio is low for flight.

213: n94 ~-- Sections
($4 in, joined itb

Fronta] r Frontal -e-

(a) D/Dtm = 4 (ICD no. 1). (b) D/D( = 2 (ICD no. 12).

Figur 12. Inflow control devices for flight fan noise simulation. (From ref. 40.)
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Figure 13. Effectiveness of inflow control for flight fan tone simulation. (From
ref. 40.)

Substantial effort has also been applied to the inflow control problem by industry
(refs. 43 to 51), and this effort includes flyover noise 'evel comparisons with static
projections (ref. 50) and development of ICD design procedures (ref, 51). The first
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generation of large engine ICD's. roughly 3 fan diameters in size, is currently in use.
Table 4 summarizes some of these ICD configurations. Although the quantitaive
agreement of inflow control and flight data is still subject to some improvement, the

current state of the art of static testing with inflow control does allow the study of
bona fide internal sources controlling fan noise generation in flight. An alternative
to ICD's is the anechoic wind tunnel (refs. 52 to 54), which has also been fourd to
eliminate the bulk of the extraneous inlet disturbances.

Table 4. Inflow Control Devices

Cosnruclion
Ratio of ICID Screen or

Facility r CD diameter to Ioneycomb perferated plate,

(surce) Reference -'er. m fan diameter LID perce open area
Outdoor 43, 50 7.3 3 12 46 upstream
(JTD)

Outdoor 44. 45 7.3 3+ (a) (a)

Anechoic chamber 44, 45 2.0 4 8 52 spaced downstrean
(rotor II)

Outdoor 38.42 .8 to 2.0 1.7 to 4.0 4 to 8 10 to 50 downstream
(JTI5D)

nechokc chamber 39. 40 1.0 to 2.0 2.0 to 4.0 8 40 to 50 downstream
(QF-1. QF-13. JTI5D)

Outdoor 43,50 7.3 3 8 1t upstream
(JT9D)

'Similar to Boeing.

Blade Surface Pressures

Direct measurement of blade pressures has proven to be a valuable diagnostic
tool for evaluating the quality of inflow to the fan and, with inflow control, for de-
termining the residual internal sources controlling flight levels. Miniature pressure
tratsducers mounted near the fan blade leading and trailing edges at several spanwise
locations are used to continuously survey the circumferential variation of unsteady
blade pressures (refs. 35, 38, and 43). This technique originally identified lonitudi-
nally persistent, circumferentially localized disturbances attributed to atmospheric
turbulence elongated by the stream tube contraction in the inflow (ref 35). Such
disturbances, which may also be caused by ingested vortices, wakes, and instablities
associated with flow around the inlet lip, produce strong narrow-band random tones.
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Figure 14 contains narrow-band blade pressure spectra without and with an
ICD. Without an ICD (fig. 14(a)), the spectrum shows strong harmonic content
at all multiples of shaft rotation frequency resulting from multiple encounters of the
blade transducer with circumferentially varying flow disturbances. The additional
scales on the abscissa are distortion mode number (multiple of shaft frequency) and
the circumferential acoustic mode number corresponding to blade number minus
distortion number. Inflow control eliminates the randomly varying and steady
disturbances from the inlet flow and the corresponding bulk of the shaft harmonics
disappear, as illustrated in figure 14(b). Those distortion numbers that remain are
associated with periodic, internally generated flow disturbances which are fixed in
space (e.g., vane potential fields) or which have fixed rotation rates with respect
to the rotor (e.g., spinning acoustic modes). As a result, clues to the mechanisms
governing flight noise levels are found from the prominent residual peaks.

150
150[ (a) X0 ICD.

140

130 UA ib llil

Blade prewi,.re !10

s-ed.UMA B ISO 1(b) Wi'th ICD numbe'r 1.

30

110 r- -
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Frequency. Hz

I I I ! ! I
0 4 8 12 16 20 24 28

Czrcumferential inflo, distoftion mode number, q

Cut off 20 16 12 8 4 0

Circumferential acoumtc mode number for fan BPF, m

Figure 14. Narrow-band blade pressure spectra. Pressure side transducer
1.9 cm from tip: JT15D engine; fan speed, 10500 rpm. (From ref. 38.)

In-Flight Sources

Once the btudy of internal inechanisms is made possible by inflow control, the task
becomes one of identifying the interactions responsible for the tone levels observed
over the range of engine speeds.

Rotor-Stator and Rotor-Strut Sources

Rotor wake-stator interaction remains a prime mechanism, but even with the
blade-vane ,atio chosen to prevent fundamental tone propagation, this interaction
can still control the higher harmonis. Other interactions may also come into play
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For example, the JT15D engine exhibits a strong fan fundamental tone which appears
at a speed corresp-nding to the start of propagation of the 22-lobed acoustic mode,
as shown in figure 15 (from ref. 38). The source of the 22-lobed acoustic mode
is the interaction between the 28 fan blades and the 6 structural support struts
downstream of the fan stator. The blade pressure spectrum in figure 14(b) shows
that a strong 6-per-revolution disturbance is sensed on the rotor. The strength of
the rotor-strut interaction decreases with increased spacing between rotor and struts
(ref. 55). A prime candidate for the interaction mechanism is a strut potential
field extending upstream through the stators and interacting with the rotor. An
alternative explanation would be the interaction of residual rotor wakes with the
6 engine struts generating the 22-lobed spinning acoustic mode. which is sensed
on the rotor as a 6-per-revolution disturbance. Existing large high-bypass-ratio
turbofans also contain downstream struts. Some proposed engine designs incorporate
integral strut-stator vane assemblies with a potential for still more complicated
interactions (ref. 56).

.Theoretical pattern for (22, 0) mode

90 F 
(cuts on at 9600 rpm)

Free-hield SPL for 70
30 5-m (100-ft) radius.

standard day. dB
60FIne

0 W1 hout ICD I
50 Ith ICD

Open symbols show BPF tone
I Dark symbols show broaloand

t _ I I I I ,
0 20 40 60 80 100 120

Angle from engine inlet axs, deg

Figure 15. Directivity pattern indicating presence of 22-lobed acoustic mode
due to rotor-strut interaction. JT15D fan; fan speed, 10500 rpm. (Based
on ref. 30.)

Broadband Sources

Interestingly, the broadband levels remain essentially unchanged with inflow
control. This lack of change indicates that another mechanism, probably internal
to the fan, controls this spectral component. Broadband levels vary strongly with
fan operating point (rotor incidence angle or loading), as shown in figure 16. An
empirical relationship between rotor incidence angle and forward-radiated broadband
levels has been established in which broadband power level (PWL) is proportional to
Ml5 and increases 2.5 dB per degree of incidence (ref. 57). Fan-blade suction surface
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flow separation and interaction with the trailing edge, blade-tip interaction with
the casing boundary layer. and rotor-wake-turbulence (midspan or tip) interaction
with the stator are candidate mechanisms, although the last of these seems to be
discounted by rotor-alone experiments (ref. 58).

13 Engine (STD) line

120 BpPI1-:; -

48 52 56 60

P-L. 10m, 
M.. Ibm/sec

dlS

! I I I I
90 0 4 8 12 16 20 24 2S

Frequency kHz

Figure 16. Variation of broadband levels with fan operating point. JT15D fan
in anechoic chamber; Af = 80 Hz; fan speed, 10500 rpm.

Multiple Pure Tones (MPT's)

Although the MPT generation mechanism is clearly associated with the rotor
leading-edge shocks and their blade-to-blade nonuniformity, quantitative descriptions
which predict the envelope of the one-per-revolution tone multiples are lacking. This
is becaue the detailed geometric specifics of the shock structure are unique to each
particular rotor build, even for the same design, and depend on the circumferential
distribution of the manufacturing tolerances in blade stagger angle or leading-edge
contour. The tone spectrum depends most critically on the distribution of the
intervals between shocks (ref. 59). Thus, at best, spectral predictions call be made
only for an "average" fal for any particular design. As the standard deviation of
the shock spacing increases, nore sound power appears in the MPT's and less in
the blade-passage-frequency harmonics The higher the tip relative Mach number,
the stronger the shaft lower order harmonics become (ref. 60). Some uncertainty
remains as to the role of nonlinearity in the development of the spectrum at upstream
locations in the inlet duct (refs. 61 and 62).

Properly designed inflow control devices are tranisparent to MPT's. However,
there appears to be a mechanism which reduces MPT's in flight since a consistent
pattern of overprediction occurs for the projection of static measurements, as
illustrated in figure 17. (From ref. 40 and corroborated in ref. 50.)

Flow Disturbance Characterization-
Rotor Wakes and Vortices

To apply blade response models such as those summarized in table 2 to calculate
blade pressures, a description of the incident gusts ;s required Analysis of tile most
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Figure 17. Supersonic tip speed noise spectra. JT5D engine; - 700. (From
re. 40.)

significant mechanism, rotor-stator interaction, involves a thorough description of

the rotor-produced disturbance flo-v fiPlA.

Rotor Wake Measurements

The need to describe rotor-blade wakes has long been recognized and a large body
of wake data, including mean and turbulence properties, has been accumulated on
laboratory fans. (See, e.g., refs. 63 and 64.) in addition to midspan wakes, secondary
flows such as tip vortices have been recognized as potential noise contributors
(ref. 65). Therefore, a linear cascade analysis including spanwise gust components has
been developed to allow the relative noise contributions of tip vortices and nidspau
wakes to be determined (ref. 66). What is lacking is a thorough model of the total
rotor downstream flow field which is linked to fan design parameters and is validated
by experimental data.

Some wake data have been obtained as functions of downstream distance for a fan
operated with forward velocity in an anechoic wind tunnel (ref. 67). Rotor mean wake
upwash velocity profiles are shown in figure 18 as a function of spanwise position.
The magnitudes vary substantially with radial location, but most significantly the
profile near the tip is characterized by an extra upwash cycle between successive
blades corresponding to strong secondary flows, probably a tip vortex. The variation
of stator upwash harmonics, the required input to generation analyses, is shown
in figure 19 as a function of downstream distance. From the complex variations
observed, it must be concluded that simple Gaussian profiles winch decay and spread
monotonically with distance are an inadequate description of this flow field.
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Semiempirical Wake Model

A semiempirical wake-vortex model has been developed specifically for use in
rotor-stator noise calculations (ref. 68). Viscous wake data (refs. 63 and 64) were
correlated and combined with a tip vortex model in which vortex strength depended
strongly on tip clearance. Parametric investigation of the upwash spectra experienced
by stator vanes showed that increasing rotor-stator spacing beyond a value at
which adjacent blade wakes merged produced no appreciable reductions in upwash
amplitudes. The tangential location of the tip vortex at any downstream location had
an important influence on the gust harmonic content near the blade tips: odd or even
harmonies could be accentuated, with midpassage locations particularly augmenting
second harmonic levels. (See figs. 18 and 19.)

Mode Measurement 3

Objectives of Mode Measurement

In turbofan engines and many other devices incorporating rotating elements,
sample measurements of the acoustic frequency spectra are useful only as preliminary
indications of the dominant noise sources. If, for example, sample frequency spectra
for a two-stage fan display much higher levels of second-rotor harmonics than of
first-rotor harmonies, the second rotor will be the obvious candidate for noise-
reduction efforts. Howcver, these spectra provide no guide to specific dominant
noise-generating mechanisms involving the second rotor, such as interaction of rotor
and upstream stator, interaction of rotor and downstream stator, and distortion from
rotor and inflow. In order to pinpoint the source of this second-rotor noise, further
information is necessary. This section deals with the type of information required
(acoustic mode structure) and the means for obtaining it.

Before mode measurement techniques are described, some of the uses of
modal information are summarized as follows.

1. To identify specific dominant mechanisms and thus guide noise-reduction
efforts effectively

2. To isolate and measure effects of configuration modification tests, such as
rotor-stator spacing, when other mechanisms are present that obscure the
desired information

3 To provide detailed experimental information which can be used to eval-
uate theory

4 To guide the design of sound-absorbing duct liners when the source
mechanisms cannot be easily modified

Requreents for Mode Measurement Tests

In turbofan engines (and for propellers and several other devices), the most direct
and important type of mode structure most easily linked to machinery features, such
as blade and vane numbers, is the circumferential one. The near field of a rotor at
blade-passage frequency w = B2 is a pressure pattern having B cycles of variation
arond the rotation axis If the rotor interacts with wakes or the potential field of

3Sectzon authored by Thomas G Sofrmn
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Figure 18. Rotor mean wake velocity profiles as a function of spanwzse
location. 1.23 rotor chords downstream; 80 percent design speed; tunnel
velocity, 41 m/sec (134.5 ft/sec). (From ref. 67.)

a stator assembly or with other aerodynamic nonuiforinities having, say, V cycles
of nonuniformity around the duct, interaction patterns having in = B - V and
?n = B + V circumferential cycles result. These characteristic numbers, or modes,
m can be used to determine immediately the source or sources of noise at any blade
frequency Harmonics of blade frequency w = nBfQ have similar modal patterns-
the direct rotor field mode is m = nB, and interactions with V pure cycles of
flow nonuniformity (k = ±1 in eq. (9)) have mode structures in =nB - V and
m =nB + V. Thus, if in can be measured for a given blade harmonic, the noise
source V = nB - m is immediately revealed.

In many applications it is sufficient to determine the m-mode structure, since
this immediately identifies the significant noise sources and indicates the relevant
engine components or features that require attention. Such measurements can be
made conveniently with an array of flush-mounted transducers disposed circumferei-
tially around the fan duct wall. It occasionally happens that more detailed acoubtic
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Figure 19. Mean wake harmonic levels from ensemble averaged spectra.
Upwash component; 80 percent design speed; tunnel velocity, 41 m/sec
(134.5 ft/sec). (From ref. 67.)

structure information is desired, such as when the spanwise source strength distri-
bution is sought. Such radial acoustic distributions can be determined by measuring
the amplitude (and phase) of the dominant m-modes at a plurality of radii. However,
the mechanical equipment needed to obtain such measurements is significant, and
the extraneous fan noise generated by the presence of this equipment in the airflow
must be considered.

It should be mentioned that, except for unusual situations where only a few
dominant modes exist, far-field measurements around the engine from front to
rear are virtually useless for inferring mode structure and, thus, for identifying
dominant sources The difficulty arises because even a single m-mode pattern in
the duct, associated with a single radial mode distribution, generates a complicated
far-field radiation directivity pattern. If two or more radial modes, having unknown
relative amplitudes and phases, are associated with the n-mode, the far-field pattern
becomes yet more complex In practice, there are usually several m-modes present,
and even if one is dominant, the others further obscure the far field so that normally
few source inferences are possible.

Procedures for Circumferential Mode Measurement

Determination of circumferential, or m-mode, structure obviously requires
measurements in a circumferential direction, either with a fixed array of microphones
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or with a traversing microphone. For in-flight mode tests an array of flush-mounted
transducers around the duct is usually made to suffice. When ground tests are
conducted such arrays are also commonly used. Traversing systems in which circum-
ferential surveys are made at several radii have been used in several fan tests. In all
cases the basic signal processing features are similar.

The description of the simplest acoustic field (at a fixed radius), consisting of a
single m-mode at harmonic n of blade frequency Bt, is

p(e, t) = a cos (me - nBflt + 4)

Measurement of this field discloses two features: amplitude a is constant with
position 9, and the phase of the pressure m9 varies linearly with position. It is
this second feature that is significant in the identification of what mode is present.
If, for example, m = 4, there are 4 complete 3600 phase shifts in going completely
around the duct. (Phase is measured with respect to some reference signal at nBff
generated by the rotor or by a transducer fixed in the duct.) Thus, if but a single
m-mode is present, very crude measurements are sufficient to identify both what it
is (e.g., m = 4, m = -9, etc.) and what its amplitude is.

When two or more modes are present, the circumferential behavior of the noise
can vary in a complex manner: amplitude is not constant, but can vary significantly
with position. Phase may also vary circumferentially in a complex manner.

The complete pressure field at the plane of the array for some fixed radius is best
described in the form

p(O,t) = Re {" Cmexp[z(mO- nBQt) (15)
I n= In=- 0

For the nth harmonic (p = Fpn) we can write
n

pn((9,t)=Re[P,(e)exp(inBflt)]=Re[m Cnexp(im9)exp(-nBit)]

Rom this, the complex pressure Pn(e) is expressed simply as

Pn(O)= Cnexp(Z"m0) (16)

mn-o

where ap.,litude and phase of pn(G) are measured at each transducer in the array.
Before discussing this discrete case, it is helpful to examine how the mode coefficients
Cn, are obtained in the hypothetical case of a continuous measurement of the
variation of Pn with 19. The procedure involves the standard finite transform of
Fourier analysis, which is applied to equation (16) to give

1 Pn(6) exp(-zMe)dO = T j exp[z(mn - M)OI dE (17)
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The integral e-idenly manishes for all m except the tar-et7vlue M, in which case
the e average is unity There folows the standard result for the mode coefciens

P-(E))exp(-ime)de 18

In principle this algorithm can be executed -xith an analog system involving a
continuous traznduer trame in e, a phase shifter generating a voltage exp (-imOe,
a multiplier, and an integrating circuit. Practically, it is murh simpler and more
accurate to empk- digital signal processing, which implies a finite number of P=(O)
measurements.

In a fixed transducer array, :election of the number of transducers is limited by
availability, maintenance, and recorder channel capacit These limitations create a
problem situation that is discussed subsequently.

For-a fixed array of N transducers spaced AO = 2-'/N apart, the procedure
is analogous to the continuous case and is as follows. At the jth location Oe, the
pressure is

Pn(e1 ) = Cnexp(imo) (19)

The discrete Fourier transform is applied, the result being

I %-II N-1
S Pn(e,)exp(-iMl)f = - . exp [(m - M)E1 ] (20)
j=0 M j=O

The expression 1 N-i

N exp [i(m - M)ej]

behaves generally as its counterpart for the continuous-measurement case in equa-

tion (17), but with one extremely important exception. Consider the following:

exp [i(m - M)ej] = exp [i(m - A)(2-,/jV)j]

As before, if m = M, the above becomes exp(io) = 1 and the average of the sum of
N unit terms is unity. But if m = M+N, we have exp[iN(2,r/N)jJ = exp(i2r =I
for all j. Thus, when we are trying to measure CM1 in isolation, we also get a full
contribution from any mode CUf+, that is present in the pressure field.

We can easily see that mode m = Mi - N has the same effect. The modes
m = M ± N are called the principal aliases of mode m = M: Other modes also are
aliases of AM (rn = M ± 2N, Al ± 3N, ...), but under ideal circumstance they have
little significance. (Unfortunately the real conditions of acoustic testing are usually
far from ideal.)

Aliasing is a familiar consideration in all digital signal processing. It is handled
by analog prefiltering of the continuous signal prior to digitizing. This removes
high-frequency components that would otherwise alias measurements of the signal
properties in the lower frequency range of interest. But we, are concerned here with
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a function P'(0) which is not a time ignal. A.tialiasing measures here require
filtering in the spatial or modal domains rather than in the time or frequency
domains. It tmrns out that such filtering is automatically provided by the modal
propagation characteristics of the duct; provided the array is reasonably distant
from all sources (about one duct radius), generated modes hmving m in excess of
some ,alue are cut off and decay before they reach the array. Thus, the duct provides
its own low-pass modal filte.

From these considerations the following procedure for selecting microphone
number is established-

1. Select the highest frequency of interest-the highest harmonic at the top
speed considered.

2. Determine the maximum mode number m. that will propagate at this
frequency.

3. Select the number of microphones as N > 2 mmax. (This assures that when
measuring a mode near m=a. there is no alias from a mode (-m) near

A more succinct formulation is that the separation between transducers must be less
than the least circumferential half-wavelength that propagates.

Unfortunately, it is often found that this antialiasing rule leads to an unacceptably
large nmber of transducers. In such cases it may be possible to select N judiciously,
based on prior knowledge of the likely candidate noise sources, with the recognition
that not all the modes between -m. and m. have significant strengths. A
listing of all propagating modes that are generated by likely interactions can be
made. The requirement then is to select N such that no mode mi from interaction
i is an alias of any mode mj generated by a different candidate source j. That is,
mi # mj (modulo N).

With N selected according to the above conditions, the algorithm for computing
modal coefficients becomes

N -i
C.' = Pn(EOj)exp(-imEj)

j-0
where

ej = j(2,IN) (21)

The preceding discussion has detailed the basic principles of mode measurement
in turbofan (and other) power plant-. Specific techniques which have been applied
range from matrix inversion of N selected wall pressure measurements to determin-
istic solution for N prcselected modes (ref. 69) to a least-squares approach where the
number of measurements is at least twice the number of modes (ref. 70). Formidable
practical difficulties exist. Radial measurements upstream of the fan introduce dis-
tortions and their associated extraneous modes, and measurements on the wall alone
require large numbers of microphones distributed axiaiy and circumferentially

A technique using an upstream rotating microphone has been formulated to
overcome the problem of distortion mode generation by the probe and to reduce
the number of microphones required (ref. 71). With the exception of an experiment
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using a wall-mounted array with an actual 'T15D engine (reL 72), published
demonstrations of the techniques have been limited to relatively low-speed fans with
conditions rather far removed from the turbofans of interest. An example of the
vex- number distributions measured on the JT15D is shown in figure 20. Direct
m mnt techniques require additional development and still fall in the category
of research efforts and not routine tools. Thus, predictions from three-dimensional
or quasi-three-dimensional analyes (refs. 73 to 76) are important sources of detailed
modal information.

-13 22 -13.2 22,0 -13.1 -13.0
V.ob rods
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Spinning order Axial wave number, M I

Figure 20. Inlet mode measurements on JTI5D engine at 10800 rpm. (Based
on ref. 72)

Application of Theory and Experiment to
In-Flight Sources

Response of Ducted Cascade

Considerable effort has been expended to model the noncompact compressible
response of a ducted cascade of blades to unsteady upwash velocities. Perhaps the
most complete description available is the three-dimensional lifting-surface theory
for a rotating cascade in an annular duct (ref. 6). This blade response and duct
coupling analysis is tile heart of specialized studies of rotor-inflow distortion (ref. 73)
and rotor-stator interaction (ref. 74). These linear analyses are for tile dipole-type
sources at the surface of a cascade of thin (in some cases twisted) blades and represent
exact solutions to the linearized continuity and momentum equations (chapter 5 of
ref. 3).
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Three features of these analyses are considered to be important. First, the three-
dimensional approach makes possible the calculation of the circumferential and radial
content of acoustic modes in annular or cylindrical ducts; the complete description
of modal content is precisely the input rejuired for successive propagation analyses.
Second, cascade anal)sis predicts chordwise unsteady pressure distributions and inte-
grated responses which differ substantially from single-blade results (refs. 77 and 78)
that ignore blade-to-blade interactions (solidity) and the interblade phase angle of the
disturbance. Third, source noncompactness, retained by calculating chordwise and
spanwise pressure fluctuations, produces significant differences in calculated power
compared with compact analyses. The magnitudes of the differences, which depend
on incident disturbance shape and propagation direction with respect to the mean
flow, are highest for single distortion modes (ref. 77). For realistic distortion profiles
represented by a combination of distortion modes, the effects of noncompactness
are less dramatic, with the compact analysis tending to underestimate fundamental
tone power for upstream propagation and to overestimate the power propagating
downstream (ref. 73).

Since full three-dimensional calculations are complex and lengthy, a quasi-three-
dimensional analysis, which uses two-dimensional (strip) theory for aerodynamic
response but annular duct acoustics for modal prediction, was investigated (ref 73).
The results indicate that the quasi-three-dimensional approach produces relatively
small errors in power, greatly reduces computation time, and fulfills the requirement
to predict annular duct acoustic modes. Consequently, the quasi-three-dimensional
approach was adopted in the development of a computer program (ref. 75) which
considered three types of flow disturbances: inlet turbulence, rotor mean wakes,
and rotor wake turbulence. This quasi-three-dimensional approach requires further
validation by data-theory comparisons. An encouraging start at validation is
described in the next section.

Controlled Disturbances for Theory
Validation

Predictions of three-dimensional lifting-surface tone power have been compared
with fan noise data (ref. 76) for which the controlled source consisted of the fan
interacting with an array of inlet distortion rod wakes. Figuire 21 shows excellent
agreement between the predicted total inlet fundamental tone acoustic power as a
function of fan speed and the measured narrow-band tone power obtained from far-
field measurements. Note the changing mix of radial mode contributions to the totals
and the nonmonotonic increase with speed in both theory and data.

The predicted modal content can be used in conjunction with a Wiener-Hopf
radiation analysis (refs. 33 and 79) to calculate the far-field directivity of the three
propagating modes at 10500 rpm. Individual modal and total directivities shown in
figures 22(a) and 22(b), respectively, were calculated with an unpublished Wiener-
Hopf code written by Y. C. Cho at NASA Lewis Research Center. The inputs to the
Wiener-Hopf code were the amplitudes and phases of each mode at the inlet entrance
as calculated from tile analysis of reference 76. The measured directivities obtained
from experiments in an anechoic chamber (ref. 40) are superimposed in figure 22(b).
The shapes of the curves agree well for the shallow angles, where directivity is
controlled by the principal lobe of the first mode, but agree less satisfactorily for
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the higher angles, where several modes contribute and the levels are sensitive to
exact prediction of mode phases in addition to amplitudes.

The intermediate quantity between blade response and duct coupl.ng is blade
pressure (fig. 4). The cascade response portion of the code in reference 75 was
used to calculate the chordwise magnitude of the unsteady blade pressures due
to interaction with Gaussian wakes produced by upstream radial rods. As shown
in figure 23, the high disturbance frequency associated with many rod wakes (in
this case 41) is predicted to produce many rapid changes in pressure along the
chord. Typical miniature transducer sizes are indicated near the leading and trailing
edges. For high disturbance frequencies the analysis indicates that measured blade
pressure amplitudes are subject to uncertainty because of finite transducer size and
sensitivity to transducer location. However, experimental checks of the cascade
response analysis through use of carefully controlled flow disturbances are needed.
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Fzgure 21. Retattonship of speed and inlet fundamental tone acousttc power
generated by 41 rod wakes interacting with JT15D fan. (From ref. 76.)

Rotor-Stator Interaction

Acoustic data are available from rotor-stator spacing experiments on the same fan
as was used for the wake measurements described in the Rotor Wake Measurements
section. Two stator-vane to rotor-blade ratios were examined, one for propagation
and the other for cutoff fundamental tones. Figure 24 shows variation of the inlet
narrow-band tone harmonic power level with rotor-stator spacing. (FRom ref. 80.)
Residual levels of the fundamental for the cutoff case (25 vanes) are nearly constant,
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and this uniformity suggests that a weak interaction of inflow disturbance and
rotor governs in this case rather than a rotor-stator interaction due to stator-vane
nonuniformities sufficient to generate other propagating modes (ref. 81). Note that
second and third harmonic levels for the 25-vane stator are higher than corresponding
harmonics generated by the 11-vane stator, an indication of a difference in the
response or coupling to acoustic modes of the two stators or both. The 11-vane
stator had longer chords than the 25-vane stator in order to maintain the same
solidity.

Tone powers measured in experiments on rotor-stator spacing and vane-blade
ratio in an antchoic chamber with inflow control have been compared favorably
with results from a two-dimensional (strip) model (refs. 82 and 83). Wake data
were not acquired, so a wake model (ref. 68) was used. Although two-dimensional
theory may work relatively well for power predictions, calculating far-field directivity
(and, therefore, acoustic mode content) requires more sophistication in handling duct
geometry and, probably, in describing the wake-vortex flow field.
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(b) Total dtrectwltves.

Figure 22. Blade-passage tone dlrecttvlttes with controlled source. JTI5D
engine; 41 rods; 10500 rpm fan speed.
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Blade Sweep To Reduce Multiple Pure
Tones

Rotor-blade sweep has been investigated as a means to reduce the strong multiple
pure tone (MPT) inlet source at takeoff fan speeds. A radical fan with compound
leading-edge sweep was designed to keep the normal component of the blade inlet
relative Mach number subsonic over the entire span (ref. 84). Except for blade end
effects and the sweep reversal point, a major portion of the strong leading-edge shock
system was expected to be eliminated. Figure 25 shows the measured MPT power
results obtained with the swept design compared with results from a conventional,
unswept fan. (Based on ref. 85.) Sweep delays the onset of MPT's and reduces the
power levels over a large portion of the tip-speed range, including takeoff.

Reduced
No of rods frequency,

0
1 0130

T 41 5.35
Rotor- 10 d

blade

pressre
level

-tansducer
size

-10 -5 0 5 10

Fraction of rotor seomichords

Figure 23. Calculated chordwise vanatton of fundamental component of rotor-
blade pressure levels generated by wakes from upstream rods.

High Specific Flow

Another aspect of inlet noise generation at supersonic tip speeds concerns the
observation that total tone power peaks beyond the transonic speed and then falls
off. A fan designed for unusually high specific flow (220 kg/sec-m2 (45 lb/sec-ft 2 )) at
a high tip speed (553 m/sec (1750 ft/sec)) exhibited a marked tone power decrease
at design speed, although the results were not qualitatively different from those of
other high-tip-speed designs (ref. 86). Figure 26 shows the results for this high-
specific-flow fan with those for other high-tip-speed designs. The noise-reduction
phenomenon appears to be only partially attributable to propagation inhibiting
effects of elevated inlet Mach numbers. It may also be associated with nonlinear
propagation characteristics in combination with the angle and associated strength
variations of the leading-edge shocks (ref. 62).
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Figure 24. Variation of narrow-band tone harmonic power levels with rotor-
stator spacing. 80 percent of design speed; 15 rotor blades; tunnel velocity,
41 m/sec (134.5 ft/sec). (From ref. 80.)

Full-Scale Engine Applications
4

Introduction

There are many mechanisms which potentially contribute to the noise generation,
propagation, and radiation characteristics of the turbomachinery components in an
aircraft engine. These mechanisms have been discussed in some depth in the previous
sections of this chapter. The purpose of this section is to describe and summarize
how to apply the knowledge available to designing the turbomachinery components
such that substantial noise reductions are achieved and noise regulations can be met
with a minimal negative impact on engine performance, weight, manufacturing cost,
complexity, and serviceability.

This section begins with a qualitative description of the spectral and directivity
characteristics of a typical full-scale turbofan engine, with a breakdown of how each of

4 Section authored by Philhp R. Gliebe.
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Figure 25. Effect of rotor leading-edge sweep on multiple pure tone generation.
(Based on ref. 85.)

the turbomachinery components contributes to the total engine noise spectrum and
directivity pattern. We then discuss methods for estimating the noise contributions
of each of the turbomachinery components, including semiempirical methods and
scaling from previous test results. The next logical step, if we are evaluating a new
engine design for noise compliance, is to identify those engine components which
require noise reduction relative to the baseline noise level estimates. Finally, we
address various noise-reduction methods for each of the turbomachinery components,
considering the effectiveness of the method relative to the associated penalty to the
engine system.

Turbomachinery Noise Characteristics:
A Qualitative Description

Typical commercial aircraft engines are of the dual-spool type having a low-
pressure spool comprised of a low-pressure-ratio fan and its drive turbine and a
high-pressure spool comprised of a high-pressure-ratio compressor and its drive
turbine. The compressor-fan machinery is separated from the turl-mes by a combus-
tion chamber. Some typical turbojet-turbofan schematic arrangements are shown in
figure 27. Typically, the major turbomachmnery noise contributors are the fan, the
low-pressure compressor (LPC), and the low-pressure turbine (LPT). Other contrib-
utors to engine noise include the combustion process and the exhaust jet. A sample
flyover balance of these components is illustrated in figure 2.

The noise characteristics of turbomachinery components in an aircraft engine are
usually quantified in terms of several noise measurement parameters. These include
the following:
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Fan design conditions
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Figure 26. Inlet noise characteristics of high-tip-speed fans. (Based on
ref. 86.)

1. Overall sound power level (OAPWL)
2. Sound power level spectrum (PWL(f))
3. Overall sound pressure level directivity (OASPL(O))
4. Sound pressure level spectrum (SPL(O, f))
5. An appropriate subjective noise level, e.g., perceived noise level (PNL(9))

These parameters are obtainable from measurements of sound pressure made with
microphones placed at strategic locations around the component (or engine) during
a test.

The overall sound power level (OAPWL) produced by a turbomachise is generally
a function of aerodynamic and performance-related parameters such as air flow rate,
tip speed, pressure ratio and/or shaft horsepower, and geometric design parameters.

The sound power level spectrum (PWL(f)) is the distribution of the generated
sound over a range of audible frequencies. Typical examples of iarrow-band
turbomachinery noise spectra are shown in and discussed in connection with figure 3.

The directivity characteristics of the noise generated at a given frequency describe
how the internally generated sound power is distributed in the radiation field at some
distance away from the turbomachinery component or engine in terms of sound
pressure level (SPL) measured by microphones or heard by the ear. Sound pressure
level can have both azimuthal directivity and polar directivity. Azimuthal directivity
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describes the variation of sound pressure azimuthally, or around the machine axis.
In most cases, azimuthal variations are small and can be neglected, especially for the
broadband components of noise. In certain special cases, the azimuthal variation in
sound pressure can be quite significant for discrete tones.

Polar directivity refers to the variation in sound pressure from inlet centerline to
exhaust centerline on a constant radius arc in a fixed azimuthal plane. The polar
directivity of broadband noise is usually smooth, with maximum levels occurring near
the engine (or component) inlet and/or exhaust axis. The polar directivity of discrete
tones can be highly irregular with several peaks and valleys referred to as lobes, the
number and size of which depend on the type of tone and the source mechanism which
produces it. Typical examples of polar directivity patterns are shown in figure 28.

(a) Turbolet.

Fn HPC M TP

(b) Dual-spool turbofan.

Fa

(c) Dual-spool turbofan with LPC and mixed-flow exhaust nozzle.

(d) Triple-spool turbofan.

Figure 27. Typical turbojet-turbofan engine schematic arrangements.

Subjective noise levels refer to appropriately integrated or summed sound pressure
levels which best represent human ear annoyance to the generated sound field.
Summing is performed in the frequency domain and, often, also in the time domain.
For example, perceived noise level (PNL) refers to a summation, over all V3-octave
frequency bands, of the sound pressure levels at a given observer polar angle, with the
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Figure 28. Typical turbomachtnery sound pressure level polar directivity
patterns.

level in each band weighted by a factor which represents the degree of annoyance to
noise observed at that particular frequency. Effective perceived noise level (EPNL)
refers to a time integration of PNL received by an observer as the noise source passes
by, such as that which would occur during an aircraft flyover. It represents effects
of the time duration over which a given PNL must be "endured." See references 87
and 88 for detailed descriptions of noise measurement procedures and computation
methods for subjective noise level evaluation.

An example of a typical high-bypass-ratio turbofan engine noise field is shown in
figure 29. The component contributions of fan noise, combustor noise, LPT noise,
and jet noise are shown in figure 29 to demonstrate the dominant sources which
typically control the noise in the various regions of the spectrum and directivity
patterns. We see, for example, that the fan noise usually contributes the highest
levels in the forward arc at midrange and high frequencies and in the aft arc at high
frequencies. The turbine (LPT) only contributes in the aft are at high frequencies.
The jet dominates the low frequencies over most of the directivity arc, while the
combustor contributes significantly around the sideline angles close to 120', mostly
at low to mid frequencies.

The trends shown in figure 29 are typical for bypass ratios from about 3 to 8.
For low-bypass-ratio engines (mass flow ratio or bypass ratio less than about 1.0),
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Figure 29. Typical turbofan engine component noise source contributions at
takeoff power.

the jet noise is the greatest contributor to the overall noise and may actually control
the total noise in the aft arc during takeoff conditions.

Preliminary Noise Estimating
Procedures: Empirical Scaling of
Existing Data

Turbomachinery noise characteristics can usuaily be estimated, at least for some
of the overall level trends, through the use of empirically derived correlations and
key-parameter scaling procedures. For example, Heidmann (ref. 89) developed a
rather elaborate empirical prediction scheme for aircraft engine fans which takes into
account a significant number of fan performance and geometric variables. A similar
correlation method was developed by Kazin and Matta (ref. 90) for application to
axial turbine stages.

A general formulation for the empirical correlations of turbomachinery noise
characteristics which includes the correlation models of references 89 and 90 can
be derived and has the following functional form:

-2 -2 -2
= Pbb + Ptone (22)
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where

TIg = j6(X)D&Ss& (23)

and
II'(XDSL (24)

The terms in equations (22) to (24) are defined as foUows-

Wj1(X1 I X 2 , ... , X0 ) broadband source acoustic power

"It(A 1 . X2, .... , ) tone source acoustic power

DM(e,0) broadband directivity function

DI (0, 0,) tone directivity function

Sb(gr) broadband spectrum ftanction

SAWq) tone spectrum function

Also, Po is the ambient density, c is the ambient speed of sound, R is the distance
from the source to the observer, and Xi are similarity parameters which determine
the values of Il'bb and |Vtom.

Source Acoustir Power

The source acoustic power for the tone and broadband noise sources in turbo-
machinery can be expressed in terms of two basic correlating parameters for order-
of-magnitude or preliminary design estimate purposes as follows:

}f'66 = paAK(ATT)aAfI (25)111to l I

where A is the inlet flew area for compressors and fans (exit flow area for turbines).
The parameters K, a, and b are constants which are obtained from empirical
correlations of existing data. The two basic correlating parameters are the tip-
speed Mach number M and the loading parameter ATIT. This loading parameter
is the normalized ideal energy input (for fans or compressors) or output (for turbines)
and can be expressed in terms of the turbomachine operating pressure ratio PR as
follows:

'r-i

AT/T = (PRy)T" - 1 (26)
for fans and compressors and

AT/T = 1 - (jR) (27)

for turbines. The Mach number is expressed in terms of rotor speed n and tip radius
as follows:

M, = 27rRT(n/60)/Co (28)
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In equations (26) to (28), - is the raiio of specific heats and RT is the rotor tip
radius. Examples of the correlation of the source power functions IVM and WVto,, for
turbines are shown in figure 30.
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(a) Correlation for turbine noise (broadband and tone) OASPL; based on turbine
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200-ft (61-r) sideline.

Figure 30. Correlation curves for turbine source power function. (From
ref. 90.)

Directivity Functions

The directivity f, netions Dbb(E, t) and Dt(E, O) determine the spatial distri-
bution of the source acoustic power. These directivity functions, as expressed in
equations (22) to (24), are assumed to be independent of frequency; we shall see
subsequently that this is not always the case, especially for the tone noise sources.
However, for scaling purposes and order-of-magnitude estimates the assumption is
not critical. These directivity functions are defined such that the original acoustic
power is obtained when the 5ound pressure distribution is integrated over a spherical
surface surrounding the source. This normalization is expressed by the following
relationships:
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Power =jfr r e sn dO 5=dVS(i) (29)

or 
OO

Fir J [D (E, ) ind dO = 1 (30)

E xamnples of directivity correlations for turbines are shown in figure 31.
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Figure 31. Correlation functions for turbine directivity. 150-ft (45.7-rn) arc;

1/3-octave band levels. (From ref. 90.)

Spectrum Functions

In a manner similar to that for the directivity correlations, the sound pressure
spectrum shapes can be developed in a normalized fashion based on the assumption
that the spectrum shape does not depend on polar directivity location. Again, as is
subsequently pointed out, this is not always the case, especially for tone noise sources,
but it is sufficient for scaling and preliminary design estimates. The normalization
is typically done such that the summation over all frequency bands of importance in
the spectrum gives a factor of unity, so the parameters Wbb and WMone are in effect
overall power levels. Hence, JS(,7) du = 1 (31)
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where q = f/f.d- Examples of normalized spectrum functions for turbines are shown
in figure 32. -:

Noise-Reduction Requirements

The generalized empirical correlation methods outlined in equations (22) to (31)
have been developed in these or similar forms for specific applications by various
engine manufacturers. The precise quantitative values of the various constants and
coefficients in equations (22) to (31) arc of course dependent on the data base which
is utilized in the development of the correlation, and this data base is to some extent
proprietary information when a specific engine manufacturer dsvelops the correlation.

The basic approach is to take the noise characteristics data for a given fniily of
engine designs and derive the coefficients, constants, and exponents which describe
the variations in noise levels as certain key parameters are varied. Once these corre-
lation constants have been established'for each of the turbomachinery.components
in an engine, a preliminary assessment of the component noise levels for a new or
derivative engine can be carried out by scalinj the noise characteristics of a baseline
engine with the correlation formulas given by equations (22) to (31).

To illustrate the process, consider the hypothetical example of designing a new
low-pressure turbine (LPT) for an existing engine model to improve performance.
The new LPT is to be designed to run at 5 percent higher tip speed and deliver the
same shaft power to the low-pressure compressor and fan. The existing engine noise
characteristics are known, and it is desired t assess the impact of the redesigned
turbine on the total engine noise and to determine how much, if any, noise reduction
is necessary to allow the modified engine to meet existing noise level requirements. It
is assumed that the existing engine has a 2-dB margin relative to the requirements.

To begin, we need a correlation similar to that of equations (22) to (31) for the
baseline engine LPT. We can use, for example, the correlation of reference 90, which
is of the form

Peak OASPL = 40 lOglo(AT/T) - 20 logl0 Ut + 101o log A + 164 (32)

Comparing this expression with that of equation (25), we see that the exponents
are a = 4 and b = -2. The above expression suggests that the overall noise
actually decreases with increasing tip speed, contrary to intuitive expectations. This
unexpected result is understood when we realize that the assumption that the turbine
work does not change (i.e., that AT/T is constant) is what really controls the
noise. To illustrate this, equation (25) can be recast in 'the following form, with
the dimefisionless work coefficient AT/Ut 2 used as a parameter:

W/pocA = K (A TIT)a M b = oKMa+b (ATI U)a (33)

Thus we see that the sound power varies as the 2a+b exponent of tip-speed Mach
number when the loading parameter AT/U? is held constant. In our example, for
a = 4 and b = -2, the sound power varies as M6(2a + b = 8 - 2 = 6) when AT/U 2

is held constant. However, in our example the loading parameter decreases between
the baseline and the target engine, since the temperature drop AT is held constant.
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Figure 32. Correlation functions for mean turbine broadband noise spectrum.
120 from inlet; 1/3-octave band levels. (Based on ref. 90.)

The 5-percent speed increase in this case corresponds to a 10-percent decrease in
loading parameter, and the net effect is a 0.4-dB decrease in overall noise level.

If, on the other hand, we wanted to examine the effect of increasing engine
speed by 5 percent without redesign, the engine thrust and airflow would increase
accordingly; this increase would correspond to an approximately constant loading
coefficient. Hence, according to equation (32), the noise would increase by the tip-
speed ratio raised to the sixth power (i.e., by 2 1.3 dB).

Noise-Reduction Methods

If we find that a particular component of a new or derivative engine requires
a certain amount of noise reduction relative to its baseline configuration, several
options are available for achieving this noise reduction. The method selected depends
on several considerations, including the type of component (i.e., fan, LPC, or LPT),
the cost involved, the importance of weight and complexity, and the impact on
engine performance. The following sections discuss these options for each of three
turbomachinery components mentioned.

Fans

For the fan of a turbofan engine, noise reduction can be achieved by either
designing for noise reduction at the source or designing fan duct acoustic treatment
to absorb the noise produced by the source. The topic of acoustic treatment design
is treated in another chapter. However, it should be mentioned that the amount of
noise suppression achieved with duct acoustic treatment is predominantly a-function
of the fan design characteristics. In particular, the fan tip speed and blade numbers
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have an influence on the achievable suppression. Thus, one can, in fact, design the fan
acoustically to give the maximum possible acoustic treatment noise suppression. In
general, it is desirable to have high source frequencies to provide sound wavelengths
which are small compared with the treatnment cavity depth and to have sound source
duct mode patterns which propagate at large spiral-angles relative to the duct axis
(i.e., the modes are near cutoff): Blade numbers and vane numbers can be selected
to provide these mode patterns. This approach tends tobe a single-point design,
however, as the treatment design is usually "tuned" to a particular tone or frequency
band at a particular operating condition. The effectiveness of the treatment tends to
deteriorate at frequencies and operating c6nditions away from the design condition.

As -a first step in considering ways'to reduce fan noise at the source, see the
block diagram shown in figure 4. This diagram shows the flow of mechanisms which
result in the noise radiation process, as discussed in the section entitled Elements of
the Generation Processes. The basic-idea is that any of the significant mechanisms
can be characterized by a gust-type excitation which produces an unsteady, periodic
force on a blade or vane, and this unsteady force generates a propagating pressure
field in the fan duct, which has a certain frequency and mode pattern. If the pressure
field has to pass through adjacent blade rows before radiating from the duct end,
the amount of transmitted energy then depends on the mode pattern and frequency
of the pressure field and the geometry of the transmitting blade row. The noise of a
fan can therefore be reduced at the source by

1. Reducing the gust amplitude
2. Reducing the blade-vane response to the gust
3. Reducing the unsteady lift force amplitude
4. Reducing the efficiency of conversion of the unsteady force to acoustic energy

(results in reducing coupling to duct modes)
5. Increasing the transmission loss of any "blocking" blade-vane rows

Techniques for implementing the above approaches to reducing fan noise are
discussed in the following paragraphs. The discussion must necessarily be qualitative,
but an attempt is made to give an order-of-magnitude estimate of the effectiveness
of each technique relative to the others and to give some description of the potential
penalties which might be introduced as a result of utilizing each of these techniques.

Reducing gust amplitude-rotor wakes: Fan-rotor wakes impinging on down-
stream stator vanes are major sources of fan noise. The fan-rotor wake velocity
defect and wake turbulence act as "gusts" to the downstream stator vanes. Methods
for reducing the rotor wake gust amplitudes include the following:

1. Design the rotor to operate near peak efficiency at the noise-critical operating
conditions. This could be done by selecting the blade loading, camber, and incidence
angles to provide minimum blade section drag coefficients and, hence, smaller wake
defects. (See ref. 68.) Designing for operation at minimum incidence angle also helps
reduce broadband noise, as discussed in references 57 and 58. This approach for noise
reduction may not be compatible with fan performance design requirements and is
dependent on a good, interactive working relationship between the fan aerodynamic
designers and noise engineers. The degree of noise reduction pcssible is also less
certain, because the precise behavior of rotor wakes is often difficult to predict,
especially for highly loaded fans designed to operate at transonic tip speeds.
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2. Design the rotor-stator axial spacingsufficiently large that- the-.wake has
-decayed and mixed as-muchlas possible before-reaching the stator vanes. This
approach can result in significant noise reductions, as demonstrated by experiments

in reference 82. Examples of the variation of fan noise with spacing are illustrated
in figure 33. In general, the majoritytof the noise reduction possible is achieved with
a.ratio of axial spacing to chord (upstream rotor chord projected in axial plane)
of albout 2.0 to 2.5. This option, although very effective in reducing noise, usually

-imposes a weight penalty by increasing engine length, and it may also decrease fan
efficiency by as much as 1.5 percent.
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Figure 33. Tone PWL as function of spacing trends at subsonic tip speed
(293 m/sec (9,60 ft/sec)) for single-stage fan. (From ref. 83.)

In addition to gust amplitude, axial spacing can influence other parameters
important to noise generation, such as the angle of the wakes with respect to the
vane leading edges, the harmonic content of the wake disturbances, and the coupling
of fluctuating pressures to duct modes.

Reducing gust amplitude-strut-pylon pressure fields: A typical turbofan engine
has frame struts and engine support pylons in the duct downstream of the fan stage.
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These downstream'struts and pylons produce static-pressure distortions which can
be felt uptream in the vicinity of the fan rotor itself. The degree to which the rotor
"feels" the -ircumferential variatiohs in-static pressure caused by:these-downstream

.obstructions is a function of the number and size of the obstructions and also depends
on the spacing between the obstructions aridthe upstreamrotor and stator. There is
also an influence bf the stator oh this pressure field, and the stator row between the
rotor and struts can act as a filter or as an amplifier of the strut- pressure distortion.
(See refs. ,91.and 92,-for example.) Methods for-reducing the "gust" produced by
this mechanism include the following:

1. Design the fan to have as large an axial distance between the fan rotor and
the downstream struts and pylons as possible. This approach is effective but also
introduces a weight penalty by increasing the length of the engine.

2. Design the stator-vane row integral to the strut and pylon assembly; tailor
the vane stagger and camber angles circuimfeientially -to produce as smooth a
circumferential pressure distribution at the rotor plane as possible. This approach
has been quite successful, but results in a fan stator-strut-pylon design which is quite
complex and more difficult and costly to manufacture than the baseline configuration.

Of course a combination of methods 1 and 2 can be employed to attain the
required noise reduction, the result being some increase in weight through an increase
in axial spacing, while the stator row is designed integral with the frame struts
to reduce the static-pressure distortion itself. Figure 34 shows a typical trend
of measured rotor unsteady lift coefficient caused by downstream struts versus
strut spacing. The figure indicates that the struts should be 4 or 5 strut widths
downstream of the rotor to have a minimal impact on rotor noise. This result was
taken from reference 93. An example of the effect of employing method 2 is illustrated
in figure 35, which is taken from reference 56. The effect of designing the stator-vane
integral with the struts is to reduce the static-pressure distortion seen by the rotor
blades.

Interestingly, the measured noise for the integral vane-strut frame was higher for
tone levels but lower for broadband levels than the noise for the separate vane-strut
frame (ref. 56). Since the measured static-pressure distortion, or gust, was lower, it
was concluded that the rotor wake impinging on the vane-strut combination must
have produced higher fluctuating forces. Although this inference was not conclusively
proven, it does suggest that care must be taken in changing the aerodynamics to
reduce the noise, as it is possible to introduce an adverse effect on some other noise-
generating mechanism.

Reducing blade-vane response to the gust: An additional step in the noise
generation process is the rotor or stator response to the unsteady gusts generated by
upstream wakes and upstream-downstream pressure field distortions. The response

of a thin airfoil to a sinusoidal transverse gust is given by equation (2), a special case
of which is (ref. 94)

C1 = 2?raS(o) (34)

where C1 is the unsteady lift coefficient, c is the gust amplitude normalized by the
mean (free-stream) relative velocity, and S(or) is the unsteady response function
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called the Sears function. The variation of S(o) with the reduced frequency
parameter is shown in figure 5, where the reduced frequency o is the airfoil semichord
times gust frequency divided by gusivelocity. 'It is shown in this figure that increasing
reduced frequency parameter, either by-increasing the airfoil-chord or.by reducing
the gust wavelength (increasing gust frequency), tends to reduce the lift. response
function. Thus, for noise generated by interaction of the rotor wake and statr vane,
increasing the number of rotorwakes (i.e.; the number of rotor blades), increasing the
rotor tip speed; and inicreasing the stator-vane chord are all techniques for reducing
the unsteady lift response.

Rotor Stator Strut

46T
33

164

(a) Rotor-stator-strut cross section. All dimensions are in millimeters unless other-
wise indicated.
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Strut-rotor spacing in strut widths

(b) Strut-induced unsteady lift coefficient C1 as function of strut-rotor spacing.

Figure 34. Measured and predicted effects of downstream strut spacing on strut-
induced rotor unsteady lift. (From ref. 93.)

Usually, for practical designs, one can only affect the reduced frequency by about
10 to 25 percent by using the above techniques, and the corresponding decrease in
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Figure 35. Rotor exit static-pressure distortions for integral vane-strut frame
and separate vane-strut frame. (From ref. 56.)
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lift response function is therefore going to be small, usually less than 25 percent.
Hence the potential noise reductions are modest, say less than 2 dB. This gain has
to b balanced against the increases in weight and decreases in performance when
the merits of such a design change are assessed. For example, increasing the number
of rotor blades may cause the rotor to produce regions of choked flow in the hub and
decrease its efficiency and mass flow pumping capability. Also, more blades usually
mean a heavier rotor.

Other parameters can have an effect on blade and vane lift response. Inlet relative
Mach number has an effect,,the typical trend being that the response function
decreases with increasing Mach number. The Mach number dependency is less clearly
understood at transonic and supersonic Mach numbers, so it is difficult to utilize
Mach number as a controllable design parameter. Steady-state loading level can
also affect the unsteady-lift response, and analytical results aimed at understanding
this effect are just beginning to emerge. Vane lean and sweep can also affect the
unsteady lift response of a stator vane to, rotor wake gusts. References 74 and 95
present analytical results showing the potential effects of vane sweep and lean, and
the implications are that the effects are (or can be) beneficial. However, these results
require experimental substantiation before one can rely on them for design guidance.

Reducing unsteady lift force amplitude: Since the 'absolute magnitude of the
unsteady lift force produced by the gust response is essentially the unsteady lift
coefficient C, multiplied by the upstream dynamic pressure, the lift amplitude can be
reduced by reduction of the upstream velocity. This may not always be an option for

noise reduction, since aerodynamic design considerations may preclude any changes
of this nature.

Reducing efficiency of conversion to acoustic energy: Most of tue theories for
noise radiation from turbomachinery stages (e.g., that of Mani, ref. 96) conclude that

the sound power emitted by a blade row due to periodic excitation from adjacent
blade rows or flow nonuniformities is a function of duct flow Mach number, tip Mach
number, fluctuating force frequency, and the ratio of blade number to vane number.
The sound power is made up of propagating pressure patterns, or modes, which
propagate in a spiral path along the duct, away from the generating blade row. For
a fan stage, the vane-blade number ratio V/B is usually a key parameter in selecting
a low-noise fan design.

The vane-blade ratio can be selected to "cut off" certain interaction mode tone
frequencies, as discussed in the section entitled Coupling of the Duct-Modes and
Cutoff. It is usual practice to se!ect a vane-blade ratio such that the blade-passage
frequency is cut off, i.e., it produces no propagating pressure patterns in the duct.
A rule of thumb derived from equation (9) for selecting vane-blade ratio based on
this cutoff criterion is given by

V > Mt (35)

If it is not possible to select V/B to cut off a problem tone (usually second and
higher harmonics require V/B > 4 to achieve cutoff), an alternative is to select V/B
such that the wave propagation spiral angle in the duct is as close to 90' as possible
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(cutoff corresponds to 90'), so that the residence time of the wave pattern in the
duct is sufficiently long for the duct acoustic treatment to attenuate it as much as
possible.

As another alternative, one could select blade and vane numbers to reduce duct
mode coupling by aligning the directions of the prominent modes of the interaction
with the vane chords, thereby putting vane dipoles at 900 to the direction preferred
by the mode., Such an approach may be limited by practical blade angle and number
constraints.

Increasing transmission loss of blocking blade rows: For a fan stage consisting
of a rotor followed by a stator, the noise radiated forward by the stator has to
pass through the rotor before radiating outside of the duct to the observer. One
way to reduce the net radiation to the outside is to select a vane-blade ratio such
that the mode having the highest acoustic energy suffers the highest transmission
loss in passing through the rotor. This is effectively achieved by ensuring that the
wave spiral angle from the stator is at as nearly a right angle as possible to the
stagger angle of the rotor, as illustrated in figure 6. This concept is discussed, for
example, in references 13 to 15. The same principle can apply to rotor-generated
noise propagating downstream and passing through the stator.

It is possible that the fan design can be tailored to minimize the net upstream
and downstream noise radiation to the outside. Both transmitted and reflected wave
energy should be considered, with a reasonably accurate analytical model used for
predicting these effects. Although the models proposed in references 13 to 15 are a
good starting point for understanding the phenomena involved, many applications
require a more general blade row transmission-reflection analytical model which
includes the multiple (at least two) blade row environment effects (ref. 19).

Low-Pressure Compressors

All the noise-reduction concepts discussed above for fans apply in principle to low-
pressure compressors (LPC's). In general, however, there is usually less flexibility
available to the acoustic designer in terms of variations in axial spacing between blade
rows, loading control, chord and vane-blade number ratio selection, etc. Usually, the
most economically viable design control the acoustic designer has for an LPC is in
selecting the vane-blade number ratios for the first two or three stages of the LPC
to maximize the forward-radiation transmission loss. Because" substantially more
blades and vanes are involved with an LPkj than with a fan, use of mode cutoff is
usually not a practical option.

For a high-bypass engine, where the fan rotor hub flow is closely coupled to a core
engine LPC or high-pressure compressor (HPC), it is sometimes the case that the fan
hub rotor wakes impinging on the stator-vane row in the core duct cause higher noise
levels than the rotor-stator interaction levels produced in the fan bypass duct. This
increase can occur because the core stator-vane row is usually much closer to the
rotor than the bypass duct stator-vane row (outlet guide vane (OGV)) and because
the bypass duct has the benefit of acoustic treatment, whereas the core duct usually
does not contain any treatment. In addition, the core duct stator also acts as an inlet
guide vane (IGV) to the first-stage rotor of the LPC or HPC, so that it is a source
of rotor-stator interaction with two rotors. Careful selection of the vane number for
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this core duct stator, plus the inclusion of additional axial spacing on both sides of
the vane row, can be very beneficial to reducing the total compressor system noise.

Low-Pressure Turbines

Once again, the noise-reduction techniques discussed in the Fans section apply in
principle to low-pressure turbines (LPT's). There are two features of an LPT which
are unique in terms of noise-reduction options. First, the number of rotor blades
is usually fairly high, say 50 to 150, so that the blade-passage tone frequencies are
fairly high. This results in the higher harmonics of the blade-passage tone frequencies
usually being higher than the audible range (greater than 10000 to 20000 Hz).
Hence, only the fundamental blade-passage tones need to be considered. Second,
the gas stream temperatures are usually fairly high (greater than 1000°R (283°0))
in an LPT compared with those of a fan or LPC first stage. Hence, the flow and
tip-speed Mach numbers are usually fairly low. Thus, from equation (35), a cutoff
condition for the fundamental blade-passage tones can be achieved with vane-blade
ratios substantially less than 2.0, and this low ratio makes it easier to design for
cutoff without substantial performance penalty.

A successful demonstration of the concept of designing LPT stages for cutoff was
reported in reference 97. The authors of reference 97 also found that the blade row
transmission losses suffered by the first two stages of the four-stage turbine were
substantial, so that noise-reduction considerations were only required for the last
two stages. An additional observation was that, because the loading of the last stage
(i.e., AT/T) was relatively low at approach power (where LPT noise is usually a
concern), its fundamental blade-passage tone level was also low. This confirmed the
loading dependency given by equation (32).

Concluding Remarks

Major Advances

This chapter summarizes key advances in experimental techniques and theo-
retical applications which point the way to a broad understanding and control of
turbomachinery noise. On the experimental side, the development of effective inflow
control techniques makes it possible to conduct, in ground-based facilities, defini-
tive experiments on internally controlled blade row interactions. Results can now
be valid indicators of flight behavior and can provide a firm babc for comparison
with analysis. Inflow control coupled with detailed diagnostic tools such as blade
pressure measurements can be used to uncover the more subtle mechanisms such
as rotor-strut interaction, which can set tone levels for some engine configurations.
Initial mappings of rotor wake-vortex flow fields have provided a data base for a
first-generation semiempirical flow disturbance model. Laser velocimetry offers a
nonintrusive method for validating and improving the model. Digital data systems
and signal processing algorithms are bringing mode measurement closer to a working
tool to be frequently applied to a real machine such as a turbofan engine.

On the analytical side, models of most of the links in the chain from turbomachine
blade source to far-field observation point have been formulated. Three-dimensional
lifting-surface theory for blade rows including source noncompactness and cascade
effects, blade row transmission models incorporating mode and frequency scattering,
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and modal radiation calculations including hybibd numercal-analytical approaches
are tools which await further application. The more computationally demanding of
these can at least serve as checks and guides for simpler design methods, and the

generation physics described ty the models suggests noise-reduction tactics.

Unsolved Problem s dri

One of the phenomena most difficult to understand quantitaoi-wely, as indicated
by our inability to -identify and describe the dominart generation mechanism, is
turbomachinery broadband noise. Foerimental evidence points to a d6minant
internal source which has a specral shape that is nearly independent of fan inflow
conditions. Blade loading is-influential, but the details have remained elusive
preventing spectral prediction. Another question awaiting resolution is the relative
importance of hub and tip vortex flow disturbances compared with blade wakes
in generating rotor-stator interaction noise. The unknown element here seems
to be the disturbance flow field description rather than the modeling of noise
generation by gust-airfoil interaction. A final phenomenon offered as an example *

of a problem requiring further study is the observed characteristic of decreasing tone
power radiated from the inlet as fan speed is increased at supersonic tip relative
Mach numbers. The influences of source strength and inlet propagation need to be
quantified.

Toward Integrated Quiet Designs

Two types of integration are essential to the formulation of low-noise, high-
efficiency turbomachine designs. Early study of interplay between aerodynamic and
acoustic analyses can help us avoid the unfortunate circumstance of attempts at noise
reduction when hardware constraints are fixed and severe. But beyond this critical
interdisciplinary integration, a second, deeper level of interplay remains to be fully
exploited: blade row and duct treatment dcsigns tailored to minimize radiated noise.
Coupling of the source to the duct, scattering, absorption, and radiation can now be
analyzed on a detailed modal basis. It remains for us to fully exploit and refine these
tools to realize the benefits of considering the total generation-propagation process.
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Introduction

The noise from gaseous jets has concerned man wherever they have been used.
However, the advent of the jet engine as a~power plant for military aircraft during
the Second World War gave prominence to this problem of jet noise as a potential
hazard. It became clear that unless methods could be designed to limit such noise
for a given aircraft engine thrust, considerable opposition to the future use of the
jet engine as a power plant for civil aircraft was likely. Hence, in the late 1940's,
when the advantages of the jet engine led to its being considered as the appropriate
technical and economic power plant for the future generation of civil aircraft for
short-, medium-, and long-range aircraft, much research activity was initiated as to
the source and causes of jet noise as well as to methods for its reduction.

It was perhaps surprising that the field of acoustics had excited little attention
since the work of Lord Rayleigh in the last century. It was left to aerodynamicists to
join forces with acousticians to investigate jet noise theoretically and experimentally.
The subject was called aerodynamic noise, a marriage of acoustics with unsteady
aerodynamic flow. By 1949 there had been little published work on investigations
of jet noise and its generation, with the exception of some early measurements on
the intensity of the far-field noise from turbulent air jets by Morley (ref. 1). These
early measurements showed that the sound power is proportional to about the eighth
power of the jet velocity.

Our understanding of jet noise as a study in aerodynamic noise had its foun-
dations, however in the work of Lighthill (refs. 2 to 5) on "sound generated aero-
dynamically." That work was complemented by several experimental studies (refs. 6
to 17). These experimental studies not only verified Lighthill's eighth power law, but
also confirmed the other broad features of the theory relating to convective amplifica-
tion with Mach number and consequent changes in directivity and spectra. Another
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feature of the experimental work was the early establishment'by Westley aid Lilley
(ref. 6) of methods for jet noise reduction and the extension of these methods by
Greatrex (refs. 16 and 17) to full-scale devices known as c6rrugated-nozles, which
have been fitted to numerous jet engines powering many types of civil aircraft. The
corrugated nozzle continues to be used on advanced jet engine power plants for civil
aircraft for which maximum noise reduction is needed to enable coiiqliance with
aircraft noise certification legislation standards.

Lighthill's theory of aerodynamic noise is based-on the exact equations of fluid
flow. Lighthill showed that the energy radiated outward as sound from an unsteady
fluid flow is such a small fraction of the flow kinetic energy that any approximation
made in solving these equations for the fluctuating density could lead to an incorrect
solution, and indeed in extreme circumstances to a solution that is physically wrong.
Lighthill overcame these difficulties by the introduction of an analogy, which we
refer to as Lighthill's acoustic analogy, in which the unsteady fluid flow is replaced
by a volume distribution of equivalent acoustic sources throughout the entire flow
field. In this analogy the sources are embedded in a uniform medium at rest, in
which the sources may move but not the fluid. All the actual fluid flow dynamics,
including the generation of noise within the flow and its interaction with the flow,
are included in the strength and distribution of the equivalent acoustic source field.
It is in this sense that Lighthill's theory of aerodynamic noio- ", exact. The theory
is only predictive when the equivalent acoustic source fiau is known to some good
approximation. Unless the properties of the unsteady flow are known, the details of
the source field cannot be determined. However, good estimates can be made of the
order of magnitude for the radiated noise based on the characteristic properties of
the flow and empirically derived constants.

This chapter is devoted to the derivation and exploitation of Lighthill's theory of
aerodynamic noise as the central pillar of all work concerned with the understanding
and generation of jet noise. The subject of aerodynamic noise has undergone
major changes in recent years and has attracted worldwide attention. The chapter
concludes that although Lighthill's theory provides the essential framework for a full
understanding of the noise generation in turbulent jets and the overall characteristics
of its propagation to the far field, it is difficult to apply when acoustic interaction
occurs with the flow field. This interaction involves consideration of the actual
flow field and results in changes in the directivity and amplitude of the radiated
sound field and its dependence on the flow speed relative to that of the external
medium. The necessary modifications to the theory of aerodynamic noise to deal
with flow-acoustic interaction are considered in detail by Goldstein (ref. 18) and in
other chapters herein.

In studies of static jet noise, boundary-layer noise is normally absent. However,
in flight the external boundary layers upstream of the jet exit and around the engine
cowling radiate noise which is additional to that radiated by the jet. In many
practical cases this noise can be neglected, since it is a function of flight speed
and this is small compared with the jet speed.

Lighthill's theory of aerodynamic noise and its applications, as discussed in this
chapter, assume all solid boundaries are absent from the flow field. The modification
to the theory to include solid surfaces, and thereby to develop a theory for boundary-
layer noise, was first investigated by Curle (ref. 19) and subsequently by many
researchers (refs. 20 to 26). Reference should be made to these papers for the
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modifications to Lighthill's acoustic analogy when applied to flows containing solid
boundaries.

Lighthill's Theory of Aerodynamic Noise

The Equations of Fluid Flow

The exact flow equations for a perfect gas relate to the conservation of mass,
momentum, and energy and can be written, respectively, as

ap-7+ Vpv =pm (1)

a pv + V-(pvv - 7-) + Vp = pgk + pF (2)at

Ophs + V . (pvhs - q - -r. v) - a = pE + pF.v (3)

where p, p, h, hs, r, q, and v are, respectively, the fluid density, the fluid pressure,
the fluid specific enthalpy, the fluid specific stagnation enthalpy, the viscous stress
tensor, the heat flux vector, and the fluid velocity vector. For a Newtonian fluid the
viscous stress tensor and the heat flux vectorare

'r=t(- IVv+Vv+vV) (4)

q =- -Vh (5)

NPr
where it is the fluid viscosity, Npr is the Prandtl number pCp/k, Cp is the specific
heat of the fluid at constant pressure, k is the thermal conductivity, and I is the unit
tensor.

Equations (1) to (3) also include pm, pF, and pE, which are, respectively, the
density distributions of mass, force, and energy sources per unit volume; k is a unit
vector in the z-direction (measured downward in the atmosphere). In problems of jet
noise and turbomachinery noise the gravitational term pgk can be neglected, but it
is important when one is dealing with the problem of the propagation of shock waves
through the atmosphere. In studies of the noise from aircraft traveling at supersonic
speeds the source terms pm and pE relate to the geometry of the aircraft, and in
particular to its volume, while pF relates to its lift distribution. Similarly, in studies
on turbomachinery noise pm denotes the effect due to volume displacement of the
rotating blades, while pF represents the equivalent aerodynamic force distribution
on the blades per unit volume and includes both steady and unsteady aerodynamic
loads. In studies on jet noise these source teims are absent.

The Equation for the Pressure

Fluctuations

The flow equations can be reduced to a suitable form for the study of the
generation and the propagation of sound. It can be shown that the convection
equation for the pressure is
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^2p2v VLP+ (VV C21): VVp _E-

PC2VV: VV + (I +v.v7P) 2+ Pc2g j'+ h (6)

where : is the double dot product.
The entropy is defined by the usual thermodynamic relation:

,cv =  p - 7 (7)

where C, is the specific heat at constant volume and y is the ratio of the specific

heats Cp and Cv. The equation of state for a perfect gas is

p = pRT (8)

where R is the gas constant and T is the temperature. The speed of sound
c = vrjyT. The linearized equation for the perturbation pressure p is found if
we neglect the squares and products of all perturbation terms in equation (6) and
note that E = RTAM:

7t 2 p (y g - d 4 )t " P = poc (EM - V-F) (9)

where co is the ambient speed of sound.
In equation (9) the coordinate system is stationary in the atmosphere and can

be used for the study of the propagation of sound through the atmosphere as well
as for the study of noise generated in and propagated through the atmosphere from
an aircraft traveling at both subsonic and supersonic flight speeds. We describe
the aircraft as it is in motion with a prescribed velocity at a given altitude, where
co = cA . When the flight speed is supersonic, shock waves generated near the aircraft
(see ref. 27) propagate toward the ground and generate the sonic boom.

In problems of jet noise the atmospheric terms in equation (6) are neglected and
all source and diffusive terms are omitted, but all nonlinear terms are retained:

L~)=p2av- OVj +1 (DJ.) 2  (10)O O p \Dt

where the wave operator, in Cartesian tensor notation (described below), is

'02 02 82

L N + + - 26j ) 02
X2 Oxi OX3
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We deduce, by inspection of the terms on the right-hand side of equation (10), that
fluctuating vorticity and pressure fields ae the major sources of aerodynamic noise.
Equations (6) and (10) differ from Lighthill's equation of aerodynamic noise in that
Lighthill (refs. 2 and 3) arguedthat-the density, rather than the pressure, was the
proper independent variable for the study of aerodynamic noise.- Of course external
to the flow, in the radiation field, the density fluctuations are directly a function of
the pressure fluctuations. When the flow field is only weakly nonisentropic, we may
assume p varies as p7.

Lighthill's Equation of Aerodynamhic
Noise

Lighthill's equation of aerodynamic noise is obtained by subtracting the diver-
gence of equation (2) from the time derivative of equation (1) and neglecting the
atmospheric and source terms. This results in the inhomogeneous wave equation:

°2-- CO c p = A(x,t) (102

where the source term, in rectangular Cartesian tensor notation, is

.92T.. (12)A(x, t) = j (12)0

with i = 1, 2,3. The exact expression for Ttj in viscous compressible flow is

j = pV,Vj + (p-p c2) 6 j-,j (13)

where 6,j = 1,0 when i = j and i 0 j, respectively, and Tj is the Lighthill acoustic
analogy instantaneous applied stress tensor. In the inhomogeneous wave equation
(eq. (11)), source terms that involve 0/Ot, O/Oxi, 02/OX, Oxj, and 0 3/Ox, OxJ OXk
are labeled, respectively, monopole, dipole, quadrupole, and octopole. For the source
distribution function given in equation (12) the source is quadrupole.

Lighthill's equation is exact and has the following solution for an unbounded flow:

t= J dy (14)

where p is the density fluctuation, relative to the ambient density poo, received by
an observer Q(x, t) in the far field due to disturbances of source strength A(y, T) per
unit volume generated in the flow field at P(y, T), r = t- (jx-yj/co,) is the retarded
time, and Ix - yl/co is the time for sound to travel from the flow disturbance at
P(y) to the field point Q(x) at the ambient speed of sound co. We see that in
the Lighthill acoustic analogy the acoustic source distribution A(y, r) replaces the
actual fluid flow and, moreover, the sources may move, but the fluid in which they
are embedded may not. As discussed above, the sources are embedded in a medium
at rest having the constant properties peo and c.o, the same as in the fluid externalI to the flow.
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The solution of the inhoinogeneous wave equation (eq. (11)) canbe obtained more
generally, as shown in reference.28, but it leads to the same solution (eq. (14)) when
the sources are at rest.

As stated above, the sources may move but the flow may not. Let us now consider
the sources moving at a uniform velocity U, and we define M = U/coo, the so-called
acoustic Mach number. We introduce a system of moving coordinates

71= y -cooMr (15)

such that the source emits when crossing the fixed point y at the timer. The solution
to equation (11) in moving coordinates is then

P(x 1t) ] A(,7,r) (16)

where T is the retarded time. This is Lighthill's well-known result.
If the instantaneous flow properties p, p, r, and v are known everywhere within

the flow, Tij and A(y, r), or A(si, r), are known everywhere, and the far-field density
perturbations can be obtained by quadrature throughout the flow volume. It is
assumed that A(y, r) vanishes beyond the flow boundaries and the far-field observer
is at a distance that is large compared with the finite dimensions of the flow field.

This seemingly simple yet exact solution to the fluid flow equations represents
one of the major advances in the solution of unsteady fluid flow problems and is one
of the most significant advances in the study of acoustics following the pioneering
work of Lord Rayleigh. An immediate deduction from Lighthill's theory is that at
low Mach numbers the total acoustic power Pa radiated from a jet is given by

Kp!AiU§
Pa= Kp- - (17)

and since the kinetic energy flux is proportional to P = p3 A3 U, we see that

Pi K(pj/p,)(Uj/coo) 5  (18)

where K is a constant of the order of 10- 5 and p,, Aj, and U; are the values of the
density, cross-sectional area, and velocity at the jet exit. Thus, the total acoustic
power is a small fraction of the flow kinetic energy flux.

In order to arrive at this result the integrand in equation (16) needs special
treatment, and arbitrary approximatio,.s to it are not permitted. Now T,, has an
order of magnitude equal to that of the kinetic energy of the turbulence per unit
volume, and only a small fraction of that energy escapes from the flow as noise. This
noise energy is then radiated to the far field, apart from the energy which is lost by
absorption in the atmosphere. The source strength is equal to the double divergence
of T,,, and if the retarded time were ignored, then at a large distance from the flow,
where lxi > lyl, no matter how large the source strength, the integral taken over
the flow field would be the same as over all space and would be exactly zero; to that
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approximation the intensityof the radiated noise would be zero. In order to avoid
this physically unacceptable result, Lighthill (ref. 2) showed that

FO221  O22~ + 2 Ti.1Or +02 T, Or Or

81y, OyJ = Oy, Oyj Oyi Or Oyj OT2 yi Oy,

where square brackets denote the quantityis to be evaluated at t T.

In the far field we find the first two terms, which represent true divergences of
Ti-, generate zero contribution to the radiated noise. Thus, it is only the third term
Lht is responsible for the radiated sound, and it'follows tlhat

1 xix frf 2 Th(y~r)d

(x,t) - a- JJ o(-2 r)y (19)

Since xi/x represents the direction cosines of the vector joinin. the source point
P(y) to the far-field observer point Q(x), we may write (xxj/x )Tij = TzX. We
deduce that the contribution to the radiated noise at Q(x) from each source point
P(y) in the flow field involves only those components of the Lighthill stress tensor
that are aligned in the direction from y to x, and its amplitude is proportional
to the second time derivative of Tj at emission. According to Lighthill's acoustic
analogy, all acoustic sources within a flow volume radiate to the far field regardless of
their position with respect to the flow boundaries. In the acoustic analogy, internal
acoustic sources radiate with the same efficiency as sources closer to the bounding
surface.

These important results may be derived directly if the solution of Lighthill's
equation is written in the form

p(xt)= O- i 0  ff [J (yr) dy (20)

where, in the far field, this reduces to

1 fff 02T

xt) 0 dr2  (21)

as derived above.

Order of Magnitude Approximations

If typical velocity and length scales in the turbulent region of a jet are represented
by uo and 10, and wo = uo/lo is a typical frequency in the turbulence, then wolo/uo
is 0(1), in agreement with the experimental results of reference 29. We therefore
find the following orders of magnitude:

02TS) = O(pou2/1) and 02T_ Or .r = O(Pou2o2/e2

Oy' yJ O 2
a
y, 9y) 0
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The ratio of these two quantities, O(u/8w), represents the fraction of the flow
kinetic energy escaping as sound. Since the sound intensity in the far field at x is
proportional to p2, it follows that the sound power radiated from a unit volume of
turbulence is

° oP'O

This is one of the more important results derived directly from the Lighthill
acoustic analogy. It shows that the sound power per unit volume of the flow is
proportional to the eighth power of the flow velocity.

The viscous contribution to .Tij is O(pou2/Ro), where B0 = pouolo/po is the
Reynolds number of the turbulence. At high Reynolds numbers, RO > 1 and then
the viscous contribution can be neglected.

Thus, a good approximation to Tij in high Reynolds number flows is

T, = pV i + (p _ pC2) (2
T~~p~~+p-c)6,j (22)

where the pressure p, the density p, and the velocity components vi and vj are
evaluated in the flow at emission points y. As previously stated the first term has
an order of magnitude of pouO2, but we need to study the second term carefully since,
at least in an isothermal flow, it appears to have an order of magnitude similar to
that in the external flow, which is zero.

The Effects of Temperature (Enthalpy)
Fluctuations

We need to turn to the equation of conservation of energy, which has the form of
equation (3). At high flow Reynolds numbers we can neglect the diffusive terms, since
we are studying the larger scale motions in the flow field responsible for turbulent
mixing and not the very-small-scale turbulent eddies responsible for the viscous
dissipation in the flow. Using the equation of state for a perfect gas, we find that

Op 7 - 1  oV2- (-t- 1)'9 p, hs(23)
t =  2 t - ) f ()

The energy equation with the diffusive terms neglected is the same equation we
would have derived if the flow were assumed to be isentropic, with Ds/Dt = 0. We
may assume equation (23 holds even when the flow is weakly nonisentropic. Thus,
we find that

Dp-pcGo= = 0 ( hoo-hs) -1 0PV (24)

Hence, for an inviscid flow,

.. = [L2 p0 2 1+ [02 h - s\r = ~ - [a21 )12
O

2  Ot [Pxx 1 PJ+ (COQPVX I - )] (25)
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and it follows that

1 f 82(". 1 P2 _Plcohoo- hs\
Ax) - i ZVZ - 2 _ hm )] dy (26)

The source terms have orders of magnitude of pou 2 , except the final term has
0 (pouocca [(h.,/h 0 ) - 1] }. This latter term possesses dipole, quadrupole, and
octopole contributions that generate noise proportional to uo, U8, and u0 , respec-
tively. Hence, for example, in a-heated jet at low Mach numbers, where temperature
fluctuations exist, the far-field noise intensity is proportional to M 6 , whereas for
the isotherihal jet the far-field 4oise intensity is proportional to M 8 under similar
conditions.

In reference 2,

-2 T = 9 [(pv v j rz.i ) + (P P C 2) 6~j] (2 7)
O~yi Oy; i s oyj

and in the case of the heated jet, Lighthill (ref. 3) argues the final term could be
replaced by [1 - (C2/c2)] V2p, where the local mean jet temperature is found from

c = / INT. It is also assumed that V2p as a source of noise is quadrupole, and
therefore is of similar order of magnitude to the other quadrupole sources. However,
that argument is shown above not to be complete.

If we consider the equation for the fluctuating pressure instead of that for the
density, then

2 _ v 02 _0 2 pv2  02 pty(hs-h.)
- T 2  

Ox, t h.

(28)

and we are reminded that the term hs - h. contains not only octopole and
quadrupole terms but also a dipole term of strength proportionil to pvxh', where l'
is the temporal fluctuation in specific enthalpy. Of course, in the case of the heated
jet the speed of sound inside the flow differs markedly from that outside. Thus we
might expect important flow-acoustic interaction effects to result in this case, since in
the real flow the convecting eddies are shielded from the ambient medium external to
the flow by heated, moving fluid. Such effects are, as already stated, included in the
Lighthill acoustic analogy in the form of the Lighthill stress tensor. Nevertheless, the
detailed fluid mechanics of such flow-acoustic interaction are hidden in the Lighthill
acoustic analogy and are better dealt with by considering the actual flow, as discussed
by Goldstein in another chapter.

We note here that in the Lighthill acoustic analogy, pvj is augmented by the
quantity -(-y - 1)pv2 /2 even when the flow is isothermal, but the major difference
between the isothermal and the heated jet comes from the dipole term involving
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temperature fluctuations in the jet. Promided the intensity of the temperature
fluctuations does not ary with jet Mach number, the far-field noise intezsity for
the heated jet will be proportional to M6 at low Mach numbes. This is confirmed
in experiments.

For the heated jet even st low Mach numbers, it can be shown using the results
of references 30 and 31 that the temperature, or enthalp-; fluctuations for a flow
having a turbulent Prandil number of unity are

h, vh2 - AO (h,+-hw) (29)
K =T 7j_ -2 y h .

We see that the intensity of the temperature fluctuations is proportional to the
intensity of the turbulent velocity fluctuations. The temperature fluctuations become
negligible for the isothermal jet. Using this result for the intensity of the temperature,
or enthalpy, fluctuations leads to the following ratio of the intensities of dipole to
quadrupole noise for a heated jet at low Mach numbers:

Dipole c-

Quadrupolc TO U,

The switch from dipole to quadrupole dependence for the heated jet is a function
of the enthalpy ratio hi/hoo. From the experimental data of reference 32 the
switchover occurs roughly when My r 1.6(hj - hwo)/hoo. The experimental data
of references 33 and 34 on heated jets (both static and in flight) at low Mach
numbers confirm that the far-field noise intensity varies with At6. This result is also
in agreement with the analyses of references 35 and 36. The results of reference 37
show how a prediction model for the far-field noise from a jet can be established to
provide a combination of the AlM and Alf dependences and to provide a good fit
with experimental data.

Lighthill's theory of aerodynamic noise has shown that for a jet at ambient
temperature and low Mach number, the far-field noise intensity varies with A.s
Many experimental studies on jet noise, including reference 38, have shown a
dependence of noise intensity on Al1 at low Mach numbers. To explain these
findings, Krasil'nikova considered Lighthill's solution for a uniferm flow jet at
ambient temperature. He considered only the first term of the Lighthill stress
tensor, and in addition overlooked the fact that the source term he took to be
dipole was itself a space derivative and therefore was quadrupole, in agreement with
Lighthill's derivation. We can only assume that the experimental results at ambient

temperature available to Krasil'nikova, as well as other experimental results showing
an MO dependence at low Mach numbers, were all subject to "excess noise," This is
discussed in the section Experimental Considerations.

Thus, it has been shown that the complete Lighthill stress tensor is required for
modeling both cold and heated jets, and this model leads to a dependence on jet
exit Mach number in agreement with experiment at low Mach numbers. However,
in some flows a good approximation is Tii ; pvivj, where p is equal to the ambient
density outside the flow. In general, though, the full stress tensor is required.
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The Effects of Convection

Lighthill's Acoustic Analogy in a
Moving Frame
It has been stated previously that in Lighthill's acoustic analogy the equivalent

sources may move but the fluid may not. In the application of Lighthill's theory
to the study of the noise from turbulent jets it has been found that the dominant
sources are confined to a more or less central region of the mixing layers between
the jet and the surrounding ambient fluid. Thus it is a satisfactory approximation

tooS to ssume that the dominant sources all convxet dowst ream paralel to te jet axis
at a more or less constant speed or, as we will deduce subsequently, at a speed that:
in general, is a function of the distance from the jet exit.

It is convenient to evaluate Lighthill's integral in a frame of reference moving
with the convection speed of the turbulence. If we do not do this, then the space-
time correlation function, corresponding to Tr, must itself contain the effects of
convection, and in such a frame of reference the effects of the retarded time are
large. Thus as noted by Lighthill (ref. 2), an additional advantage in effecting the
quadrature in a frame of reference moving with the convection speed, is that the
effects of the retarded time between the emissions from any two sources whose far-
field radiation arrives at the observer simultaneously at a time t are minimized. This
can be shown to be true generally, provided 21ccos0 9 1.

Let Ur be the convection velocity and M, be the convection Mach n'nber with
reference to the external speed of sound. In studies of aerodynamic noise, it is more
convenient to use this "pseudo Mach number" rather than the true Mach number in
the flow, which is equal to the iocal speed divided by the corresponding local speed
of sound. We define a system of moving coordinates

7)= y - cM.-c1

such that the source emits as it crosses the fixed point y at time t = T.
When Lighthill's integral is transformed to fl-space and assuming that A(y, 7)

A(r7,-), we find that in the far field, as given by equation (16),

p(Xt) 24r ol - A(,o7,I A(7,) dq (30)

where
t - (/co oc)O " (31)II - Al"COS 0[ co:oz[1 - M~eosol

is the retarded time and the effective volume of the sources is augmented by the
Doppler factor II - M, cos 01. We see that when the source is convected relative to the
fixed observer, the radiation is preferentially directed in the downstream direction.
The radiation in the direction 0 = 900 is unchanged. The far-field density appears
to be singular when M cosO = 1. However, this is not the case because the entire
source function is not responsible for the noise radiated to the far field. Only a very
small part of the characteristics of the overall source function are responsible for
sound radiation, and the detailed analyses of Lighthill and Ffowcs Williams show
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the sound radiation is finite in this limit when MccosO =,1. Moreover, the sound'
intensity increases smoothly in the passage from Mecos9 < 1 to Mcos,> 1, as is
shown subsequently when we consider in detail the case of noise radiation from a jet
at all Mach numbers.

The Fourier ransform of the Density
Fluctuations

Now the Fourier transform of the far-field density fluctuations is given by

S(x,w) = J exp(-iwt)px, t) dt (32)

where w is the circular frequency, and hence,

(x,) ex(-i /cc)// exp(-ik - 7)XxW) ex (-iwlc)Jff
x diJ v -A(qr) exp(-i.Dr) dT (33)

where the wave-number vector of the far-field noise is

ax 0

and the Doppler-shifted frequency is

WD - W(I - MCosO) (34)

Hence, if the four-dimensional Fourier transform of A(i1, T) is i(k,wD), then

I - (k' wD)
47(x,W) ; C exp(-ix/Coo) (35)

We can gain an insight into the characteristics of the radiated sound, and
in particular the effects of source convection, by first considering an elementary
distribution for A(71, 7-) that represents a line source distribution along the xl-axis.
Let us put

A(7, r) = 6(Q2)3(073)1213 exP(iwDor) E Am exp(t27rmrn/li) (36)~-00

where 11, 12, and 13 are length scales of the disturbance, m is the mode number, and
wDo is the source frequency. On substitution into Lighthill's integral we find

111213
P(x,WO) F-- exp(iw0oxcoo)Am (37)
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[ Where m = -woll cos0/27rcoo. Since the source islmoving at the speed U, we see,
that

kl1'= kIcos0 = -2wrm/f1 and o = k/co., w o/(1 - Mc cos 0)

Thus, in the far field, at a polar angle 0; we have a discrete Doppler-shifted
frequency sound field with wo wDo/(1 - MccosO), which varies with the angle 0,
and only the mode m = -wol co90/21rcO can radiate, where mis an integer.
We interpret this result as providing a condition that sound radiation to the far
field involves only that pa-t of the wave-number-frequency spectrum of the source
fiuction A(y, t) for which the phase speed o/kof its wave components exactly equals

the external speed of sound ca., where k + + k3 + k2 is the wave number of
the sound. We see that for this source function, the radiation changes with Mach
number of the source, but its amplitude is always finite. Alternatively, for given
values of wo, 10, and m, sound radiation will be beamed at one angle 0m = 0 only,
where cosOm = -27rmcoo/wolo.

The Lighthill-Ffowcs Williams Theory of
Convection

The special properties of the Lighthill source function, which include the second
time derivative of T,, at emission, generate similar preferential radiation character-
istics at all Mach numbers. It can be shown that, provided Mecos0 5 1,

1 fly 02 Tz5(q, r)/8T2

p(x ,t) . j j i11- cc d. ( 3s)

which is another of Lighthill's important results. In figure 1 the effects of convective
amplification are clearly shown. Equation (38) was the starting point for the work of
Ffowcs Williams (ref. 39) on the radiated noise from high-speed jets. This solution
applies to a volume distribution of quadrupoles traveling at subsonic and supersonic
speeds, including the case where 11 - Mecos0l = 0. An uncritical deduction from
equation (30) would lead to the assumption that the emission of infinite sound occurs
in a direction perpendicular to Mach waves. When IMI > 1, care is needed to find
the emission of finite sound in directions along and close to the fiormals to the Mach
waves.

At supersonic convection speeds the disturbance created by the moving eddies
in the jet mixing region is responsible for the creation of Mach waves and weak
shock waves in the external medium. Figure 2 (from ref. 40) shows typical pictures
3f Mach wave radiation. However, eddies are not solid objects and they do not
nove at a steady speed. Thus, we must regard the eddies as possessing both a mean
onvection speed and some fluctuation. At subsonic and supersonic convection speeds
a directions other than normal to the Mach waves, the effect of the fluctuation in
onvection speed is negligible. However, in the direction normal to the Mach waves,
'here Mc cos 0 = 1, the Doppler factor in equation (38) must be replaced by

1( -_ c cos 0)2 + (aV2/C2) 1 / 2  (39)
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Figure 1. Directional dtstribution of et nozse as function of convection Mach
number. U3 = 300 m/sec; Mc = 0.62M3 .
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(4) Full, CxPanded jet.

~Ile

(b) Choked jet,
Figure 2. Jet at supersonic speeds showing Mach waves outsid e onay(Froln ref. 40.) djebonay
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where vr is the average fluctuating velocity component (root-mean-square value)
normal to the Mach waves and a has an order of magnitude equal to the characteristic
Strouhal number of the turbulence Wolr/iVr, where too is the characteristic turbulent
circular frequency and r is the characteristic turbulence length-scale in a direction
normal to the Mach waves. The term avr2/c is negligible except nearAe cos 0 = 1.
In the direction normal to the Mach waves the sound power radiated per unit volume
of turbulence is proportional to

poow~ol-

where 7'2 is the mean-square fluctuation of the stress tensor Tij, lo is a length scale
of the correlation volume, and avr/c2fo is replaced by (wolr/c o) 2. This result was
first given in reference 39.

The Neglect of Density Fluctuations in
the Flow

The Lighthill acoustic analogy provides a satisfactory foundation for the study
of the sound radiation from unsteady aerodynamic flows, including turbulent jet
flows, in motion at subsonic and supersonic speeds. In all the discussions relating
to estimates of the magnitude of the effective source strength the fluctuations in
density in the source field have been ignored. This approximation may be justified
on the basis of the Morkovin (ref. 41) and Bradshaw (ref. 42) hyjiotheses for mean jet
convection Mach numbers less that. about 1.5. For jets at higher speeds the turbulent
mixing region contains eddies i.oving supersonically relative to the ambient flow.
The accompanying wavelets, or shocklets, produce significant fluctuations in density
in the acoustic source region and these cannot be ignored. Further discussion of the
noise from high-speed jets is given in another chapter.

The Spectrum of Aerodynamic Noise

Space-Time Correlations of the Source
Function

The general expressions for the autocorrelation of the noise intensity and its
spectral density at the position of the far-field observer are, respectively,

I(x,t*) = -i p(x, t')p(xt+t*)dt' (40)

and
7(x, to) = f ¢ exp(-ito-*)l(x,7-*) d-r* (41)

where w is the frequency in the fixed frame of the observer. If we assume that thie
turbulent field is stationary and thus its mean properties do not vary with the time
of measurement, then the space-time correlation of the second time derivative of the
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stress tensor may be written as

where T= and T,', are, respectively, the aligned components of the Lighthill stress
tensor at the source positions ql and C = n + 6, with corresponding retarded times r'1
and T2, for a given observer position x. The termP 6 is the space-time covariance of
Tij at a fixed point in the source region aligned with the observer situated at (x,0),
where 0 is the angle ielative to the direction of motion, which in the case of a jet
would be along the jet axis.

Autocorrelation of the Far-Field Sound
Intensity

Now r= y - cooMcrl, = z - c0 0Mcr2, and 6 =q - C is the spatial separation
of the sources at -q and in the moving frame, and t and C correspond respectively
to the two fixed points y and z at which emission takes place. The corresponding
retarded times are 71 and 7". With r as the difference in retarded times between the
emissions at y and z and t* as the difference in their reception times at the observer
we find that

coot*l x-yl + 6. (x-y)l (43)
col +x Y- (x - Y)

and in the far field, where lxi > lYl, this reduces to

ctx + 6 .x (44)
=Ocxl1 - MccosOl

If we write the wave-number vector as k = -wx/xcoo and note that dt* =
(1 - MccosO) dr, then the far-field autocorrelation of the sound intensity is

I ) .... I fff fff M-PO(y,, r) d6 (45)
167r2pocSx 2l1 - MccosO16 r0-4

and the cross-power spectral density is

7(x,fw) 2poo7rX 2 J ' PO(y, k,wD) dy (46)

where PO is the four-dimensional Fourier transform of the source space-time covari-
ance and

PO(xk, wD)= ) fff exp(-,k .6) d6 exp(-zwDr)Po(y,b,r) dr (47)

The Doppler-shifted noise frequency in the far field is wD = w(1 - MecosO),

where w is the source frequency. The far-field noise intensity and its spectral density

227



Lilley,

are finite at all Mach numbers. This result was first given in reference 39. An &arlier
approximation to this result .was given by Lilley (ref. 43). The-correct result for
I(x,w) Was given by Lighthill (refs. 4 and,5) and by Ribner (ref. 44).

If the source function PF ohas the physically possible form

P0 =,Pou exp [(-6/12,-- 41 (48)

in a moving frame having the convectionvelocity Uc, we can easily find the part of Pe
that is responsible forthe flar-field radiation. We find the four-dimensional Fourier
transform of PO sind then integrate the result over all angles in ae-iumber space
to find the average wave-number spectrum function Be as a function of wave number
k and frequency w only. Here k = Ikl and w i' the frequency of sound in the far field
and is related tothe frequency in the source field wfD'by WD-- w(1 - Mec6s0). Thus
.we find

70(y,k,WD) = (27r)411 -MccsI Jff exp(-tk-6)d6 eXP(-iWor-) LPO(y,k,r) dr

(49)
and

BO(y, k,w D) = 27r TO sin 0 (y, k, wD) dO (50)

Contours of constant Be are plotted in figure 3 as functions of k and wD for several
values of Mc. Also plotted is the line olo = klocco. It is only values of BO lying on this
line that contribute to the far-field radiation. At low convection Mach numbers the
wavelength of the noise is four to five times the characteristic length of the energy-
containing turbulent eddies, and those eddies responsible for most of the radiation
are a slightly smaller scale than the energy-containing eddies. This conclusion was
found independently in reference 45, an investigation of the noise radiatedfrom
isotropic turbulence, and in reference 43, which contains studies on the noise from
jets. At higher convection Mach numbers approaching unity the wavelength of the
noise is roughly twice the characteristic length of the energy-containing eddies, and
those eddies responsible for most of the radiation are about one-third the scale of
the energy-containing eddies. These results were obtained in reference 39.

Useful Definitions Used in Aerodynamic
Noise Theory

In the results discussed subsequently we use a number of quantities that we define
here for convenience. These are the sound intensity

I(x) = 7(xw) dw (51)

and the sound power

P = 27rx2 f sinOI(x, O) dO (52)
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on the assumption that the acoustic far field is cylindrically symmetric with respect
to the jet axis. We define the sound pressure level in decibels as

SPL =10 logo =2 (53)
Kref

and the total sound power level in decibels is

N = lolog,0 P (54)

The Structure of a Turbulent Jet

The Initial Mixing Layer

The structure of the turbulent mixing region of a circular jet has been studied
extensively by many experimentalists. The initial mixing region, from about one to
four diameters from the jet exit, is similar to the two-dimensional plane mixing layer
since its overall thickness b is small compared with the jet diameter D,. For the plane
mixing layer and for values of Ulyll' > 105, where U1 is the velocity outside the
mixing region, y! is measured parallel to U1 , and 1 is the eddy viscosity, it is known
from the measurements of reference 46 that the flow structure is self-preserving in
the sense that the average properties of the turbulence and of the mean flow at any
section of the mixing region are similar except for a change in scale.

In the initial mixing region, if all upstream disturbances are absent, the mixing
layer exhibits characteristics of laminar flow followed by transition to turbulence at
Reynolds numbers of about U y,/v > 4 x 105. At low jet Reynolds numbers the dis-
turbances associated with the most amplified instability waves can be readily visual-
ized and their breakdown results in the formation of vortex rings and, subsequently,
secondary azimuthal waves and the formation of longitudinal, or streamwise, vor-
tices. The experiments of Crow and Champagne (ref. 47) and the theory of Michalke
(refs. 48 and 49) show that the preferred wavelength for maximum spatial growth
is 76 to 86, where 6 is the thickness of the initial shear layer. The initial region is
shown clearly in figure 4, which is for a 25-mm-diameter air jet at a jet Mach number
close to unity. Similar results were obtained in reference 50.

Vortex breakdown occurs with and without coalescence, or pairing, of successive
vortex rings. The detailed description of convective instability and, in certain
cases, absolute instability of mixing layers and their progress toward transition are
interpreted and expertly summarized in reference 51.

The Turbulent Structure in a Mixing
Region

Experimental evidence suggests that the vortex structures existing in the final
stages of transition persist in the region where flow is fully turbulent. In addition,
large vortex structures arise naturally in the turbulent flow, and further discussion
on this takes place below. The question of the importance of the collapse of regular
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(a) Knife-edge vertical.

(b) Knife-edge horizontal.

Figure 4. Structure of initial mixing region of 25-mm-diameter awrjet at high
subsonic Mfach numbers. U3  250 rn/see, field diameter, 0.3 m; picture

- sequence, 0.5 msec.

231



Lilley

vortex rings and vortex pairing and the resulting large localized pressure fluctuations
as a source of intense noise generation has been raised by many researchers (refs. 47,
52, 53, 54, and-55). Thisq-4lestiofi,'howev er,remains unanswered for jets At high
Reynolds.numbers, where the turbulent diffusion processes act-to smear out such
peaks in pressure fluctuations, although the concensus is that at subsonic jet speeds
in fully turbulent flow such noise is small in amplitude compared with the noise
generated by turbulent' mixing. 'Fuither discussion on this topic, including the
corresponding effects in supersonic flow,, is found in another chapter. Certainly
transition from laminar to turbulent flow is a strong source of noise in a mixing
region, and measurements of noise fromjets at low Reynolds numbers, where the
extent of laminar flow from the jet exit to transition covers many diameters in length,
do not follow the corresponding results at higher Reynolds numbers.

The turbulent structure in a jet at high Reynolds numbers is strongly inhomo-
geneous as a result of the spreading of the flow into the surrounding noniturbulent
ambient fluid. The bounding surface of the mixing zone is'highly contorted by eddies
that, according to references 31 and 56, resemble the Helmholtz instability of a vor-
tex sheet, with a growth and decay cycle. The alternation between instability and
stability suggests that overall the flow is in a state of near neutral stability, and the
contortions of the bounding surface allow the entrainment rate of irrotational fluid to
be self-adjusting and dependent on a flow constant R3 only. The flow in a jet may be
assumed to be composed of a mean velocity field U(x), a large eddy motion u'(x, t),
and the main turbulent motion u"(x, t). The main turbulent motion includes all the
small eddies down to the smal!est eddies responsible for the dissipation. According
to reference 31, it may be assumed that the turbulence is quasi-homogeneous at the
higher end of this range down to a state of local isotropy in which the structure is
near universal, which by observation is in accord with Kolmogoroff's theory. Ed-
dies in this lower range of sizes make little contribution to the total kinetic energy
of the turbulent motion. Townsend shows that the main turbulent motion is ex-
posed to the mean shear or strain rates imposed by the mean flow gradients. As a
result of rapid-distortion theory the essential anisotropic features of the main turbu-
lent motion can be estimated, and good qualitative agreement of these values with
experimental values is obtained. Thus, the main turbulent motion is shown to pos-
sess structural similarity such that its contribution to the main motion is limited to
changes in velocity and length. Townsend quotes results for the relative strengths
of the components of the Reynolds stress tensor for different regions of the jet and
shows the differing degrees of anisotropy that exist between the initial mixing region
and the flow downstream of the potential core. All these results are for low subsonic
Mach numbers. However, many of these structural parameters remain unchanged at
higher Mach numbers, provided the jet is shock free. A detailed discussion of the
turbulent structure in supersonic jets is considered in another chapter.

Turbulent Measurements in a Moving
Frame

The measurements from which the results discussed above have been obtained
have all used fixed-frame analysis. In general, this gives an impression that there is
a random distribution of eddies crossing the observation window and that events
relatively remote from each other are statistically independent. However, flow
visualization and space-time measurements at laboratory Reynolds numbers show
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that much of the structure, especially in the larger scale eddies,is ordered .and
has a longer characteristic decay time than -would be apparent from a statistical
analysis of the measurements. The experimental measurements of reference 29 for the
cross correlation R1I( , -r) are shown in figure 5. In these measurem ents the average
convection speed of the turbulence is almost constant across the mixing region. 'Its
value is related to a group velocity,,silicethe turbulence nay be. represented by, a
dispersive wave system, which is afunction offrequency. Aa. verage value of the
convection speed in the initial miing region of a jet is 0.62 times the mainstrean
velocity difference between the centerline elocity of the jet.Uj and the velocity of
the ambient fluid outside U. In figure 5 the moving-fraie autoc6rrelation at-thespeed of convection is the envelope of the &rgs-correlatioi curwes and has the I'xgest

chhracteristic tim e scale L, max: It is found that Lr,max is of the order of the inverse
of the mean shear OU1/Ox 2 , proof that the eddy distortion is directly related to the
mean shear as discussed previously. If u6 and to are characteristic scales of velocities
and eddy sizes, then L,max -- O=(lo/uo) also. This simple result is in agreement with
Prandtl's mixing length theory, which states uo = 1o OU1/0x 2. The measurements
show that with wo = 1/Lr,max, wolo/uo = 1.7 (or folo/uo = 0.27 approximately),
where wo 21rfo is the characteristic circular frequency.

Envelope represents autocorrelation (moving frame)
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Figure 5. Cross correlation Rli(C,-r) in 25.mm-diameter (1.0-in.) jet at
Mj = 0.45, yl = 1.5D,; r = 0.5Dp (From ref. 29.)

We note that wolo/uo is the characteristic Strouhal number of the turbulence in a
moving frame and we may assume it is nearly constant throughout the entire mixing
region.

The integral length scale L11 of the turbulence is independent of the convection
speed and has a value of about 0.12yj near the center of the initial mixing region.
The isocorrelation contours as measured in reference 29 in a 25-mm jet at M = 0.45
are shown in figure 6 and clearly show the frame of reference in which the correlation
falls most slowly. In this case it is 0.62 times the jet exit speed. The variation of the
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convection speed across the initial mixing region ofajet at two stations downstream
of the jet exit is shown in-figure 7.

The Large-Scale Structure
The large-scale structure of the turbulence in the mixig region of a jet has

been shown experimentally, as observed through flow visualization and methods
involving conditional sampling, to possess self-similar structures that are coherent
and extend in the direction of their convection. These are discussed by man;authors,
including Yule (ref. 57) and Browand and Weidman (ref. 58). These structures may
similarly be described in terms of their wave number and frequency structure and are
amenable to theoretical description. They have been termed wave models or wavelike
(refs. 59 and 60). The recent work of reference 61 provides a suitable model for the
structure of the two-dimensional mixing region of a jet based on this wave theory
of turbulence. With this weakly nonlinear, finite-amplitude model reference 61 finds
that the primitive large-scale structure of the mixing region, as shown in figure 8,
is the result of the instability of the basic turbulent flow to small disturbances.
Corresponding experimental results (ref. 62) are shown in figure 9. The amplitude of
the unstable disturbances and their subharmonics grow initially exponentially with
both time and space and are convected downstream with a phase speed of about
0.6U1 . Eventually, though, strong nonlinear and three-dimensional distortion sets
in and the simple waveform of the most unstable wave becomes more broadband,
with the result that the local flow develops into a complex eddy structure of many
different sizes, as discussed above, and the turbulence possesses a near continuous
spectrum. As a result the width of the local mean flow grows with downstream
distance, as shown in figure 10. Accordingly the properties of the most unstable
wave change and largest eddy structures dominate. This condition is accommodated
by a "pairing," or some related interaction, between subsequent yet randomly formed
upstream disturbances as they are convected downstream. Some irregularity in the
structures develops, and overall the new structures suffer a pronounced jitter due to
the irregular, turbulent flow developing downstream. Yet on average, as confirmed
by the conditionally sampled results, the large-scale structures possess a remarkably
coherent structure convecting downstream. The main turbulence is smaller in scale
but is also convected downstream along with the large-scale turbulence. The smaller
scale turbulence eventually decays through a Kolmogoroff cascade process down to
the smallest scales of turbulence at which dissipation occurs. The irregularity in
the large-scale structures becomes more marked in the mixing region downstream of
the potential core, but nevertheless such a large-scale structure appears to exist and
acts to control both the mean flow local growth and the entrainment of the external
irrotational fluid into the jet. Different modal structures, reflected in different large-
scale structures, develop when the jet is induced to spin about its axis and when the
jet is nonuniform and highly disturbed at the exit plane.

All the results discussed above relate to the case when the jet is devoid of both
internal and external excitation. Our description of the large-scale structure makes
no mention of the sound field generated by it. The randomness of this sound field and
its low amplitude compared with the kinetic energy of the eddy structures from which
it is generated suggest that the large-scale eddy structure is unchanged as a result
of the presence of this sound field, even though the sound field suffers scattering,
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Figure 8. Calculated streaklines for two-dimensional shear layer at
nondimensional time of 90 units. (From ref. 61.)

diffraction, and refraction as it traverses the turbulent flow before issuing into the
external irrotational flow and propagating toward the distant observer.

Discrete frequency aerodynamic or acoustic forced excitation of the jet generated
internally or externally has, on the other hand, a marked effect on the jet structure,
at least in the initial mixing region downstream of the jet exit. Provided such
disturbance is f sufficient amplitude, the most unstable waves are now closely related
to the excitatin frequecy and its harmoniecs. Violent changes in the structure of
othe jet mixing region occur and in extreme cas result in the rapid spreading of the

jet in one plane to the splitting of the jet into two or more separate jets. The sound
field from an excited jet is treated in another chapter. Further work on excited jets
may be found in references 63 to 66.

The Self-Preserving Properties in Jets

For both plane and circular jets at high Reynolds numbers and low Mach numbers,
experiments show that throughout the mixing region the mean flow is self-preserving
and depends on uO and l , which a-e functions'of the axial coordinate yl, and the
flow is geometrically similar at all sections. As discussed in references 30 and 31, self-
preserving flow is limited to either axisymmetric flows or flows in which the width in
one direction is effectively infinite, such as the plane jet or plane mixing layer. Here u
is the scale of the mean velocity variation, and l is the length scale of the flow; no is
the scale of the turbulent velocities and is proportional to uo. However, the complete
turbulent structure has a response time which is, in general, long compared with the
time for the mean flow development. Thus we find for the jet that the conditions
for self-preserving flow are broadly met for scales of turbulence of the order of ! in
length, where the mean width b of the mixing zone is of the order of 21* to 31* and
b = 0.3 2yl for the jet issuing into fluid at rest. However, for the larger eddies in
the mixing zone the response time is longer than for the mean flow development and
the large eddy structures persist for many jet diameters downstream, as shown in
many flow visualization photographs discussed previously. The differences between
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RQ1

Figure 9 Flow visualization in mi-zng layer with density ratio of 7 at low
Mach numbers. (From ref. 62.)
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Figure 10. Calculated growth of shear layer at low speeds. (From ref. 61.)

the structure of a jet and a wake far downstream from their respective origins have
been noted in reference 31. In the jet the lateral mean velocity, which is directed
radially inward, is much greater than that for the wake, and according to Townsend,
it restricts the growth of the large eddies. The intermittency of turbulence in a jet is
less than it is in a wake. For a two-dimensional high-speed jet issuing into a medium
at rest, the spread of the mixing region into the quiescent medium occurs at a faster
rate than it does into the high-speed flow (ref. 67).

For the circular jet we can describe certain basic flow properties. Following the
work of reference 31, we find that if the Reynolds number is sufficiently high, the
initial mixing region may be assumed to be planar, with a mean velocity distribution

U Ap71+w
-J - A - exp(-x 2/2) dx (55)

where A = Uf/Ul, M ;. 0.33(1 - A)/(1 + A), and i = y2/1*. If we assume that
the energy-containing eddies have a scale of the order of 1, where 1* is about half
the width of the mixing region, then the dissipation length scale L, (as defined by
Townsend) is about 31*, where the turbulent energy dissipation e = (U*)3/2/Lc. For
the plane mixing region l increases linearly with yl, and similar growth occurs for
the circular jet issuing into the ambient fluid. For the jet issuing into a moving fluid,
with the external speed small compared with the jet exit speed, the growth of the
jet is also linear with yl. When the two speeds become nearly equal the growth is

(y1 - V0)
1/ 3 , and such a case occurs asymptotically far downstream when the jet
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centerline velocity approaches the external velocity. In all these flow cases the flow
is self-preserving.

References 68 and 69 show that the length of the potential core L increases with
the ratio A = U1/Uj. Similarly, reference 70 shows

L 4.39
D 1 - 0.92A (56)

where D, is the jet exit diameter. This result was obtained for low speeds, but
further experiments show L/Dj increases slowly with increasing Mach number. In
addition, the growth of the mixing region can be expressed by

21-Ak
b(yl) = O.32 l I-A (57)

with l b(yl)/2.4. Since the overall width of the mixing region is not defined
with any precision, we will assume in the following applications relating to the
determination of the strength of the effective noise sources that to a sufficient
approximation, the width of the mixing region at the end of the potential core is equal
to the jet exit diameter. The overall growth of the mixing region with downstream
distance varies from a model circular jet to a full-scale, straight-jet engine, and the
limited experimental data suggest a variation similar to that shown in figure 11.

The intensity of turbulence varies considerably throughout a jet. Typical results
from experiments are shown in figure 12 (from ref. 71). These results are for
the overall turbulence intensities, which include both the fully turbulent and the
nonturbulent components. These components differ markedly from the separate
rotational and irrotational components, which arise as a result of the turbulence
intermittency. Thus much of the variation of the mean turbulence properties across
the jet, as shown in figure 13, arises from the turbulence intermittency, with the
result being that in the periods when the flow is fully turbulent, the turbulence
intensity distribution is more uniform across the mixing region.

Outside the mixing region in the irrotational fluid, experiments confirm that the
fluctuating velocity components decrease as y 2 at large values of y2, where Y2 is the
distance normal to the boundary of the mixing region.

The Flow Properties Downstream of the
Potential Core

The average turbulence properties of the mixing region of a circular jet of diameter
D3 in the regions upstream of and downstream of the end of the potential core L
are shown in figure 12. Reference 31 shows that these properties depend on the flow
constant Rs, which is defined as Ju*nl/t,, where v is the eddy viscosity and uo and
l0 are, respectively, a characteristic velocity and length scale of the mean flow. The
mean velocity distribution for the jet downstream of the potential core is given by

U = U1 + no exp(_ _L2'-) (58)
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where Uf is the velocity of the outer flow and U1 > U1 is the velocity on the jet
centerline. The centerline of the jet is y2 = 0, so that u5 = U1 - U1 . If the vorticity
thickness is defined as

6 = U - Uf (59)
(dU/dy2 )max

then we find 15/6 = 0.520. According to reference 68, U1/(Uj - UJ) = L/y1 when
yl > L. When A 0 we obtain 15 = 0.068yl.

The Flow Properties in the Initial
Mixing Region

For the initial mixing region the transverse distribution of the three normal
components of the turbulence velocity is shown in figure 14. In this region the
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LV measurements in subsonic and supersonic free jets
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Figure 12. Variation of urms/Uj across Jet at different distances from jet exit
at jet Mach numbers of 0.90 and 1.37. (From ref. 71.)

241



Lilley

1.0, Intermittency

' 8

6

S.2r

-0.1 0 01 02 0.3

Radial distance (r - Dj/2)l

Figure 13. Variation of intermittency factor across mixing region of jet. (From
ref. 31.)

mean velocity distribution is given by (see eq. (55))

U = Uf + U'O -7+Wexp(-X212) dx (60)

where q = y2/l5. In this region u5 = Uj - U, and in both regions U1 is the external
velocity. For a jet that issues into the ambient medium at rest, f = 0. We find
that 1/6 = 0.40, where again 6 is the vorticity thickness. From reference 62,

1-A

6= 0.18-Ayl (61)

with 10 = 0.46, if we assume the thickness of the shear layer is zero at the jet exit.
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Figure 14. Variation of turbulence velocity components across mixing region
of 3et. (From ref. 31.)
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Reference 31 indicates that R8 , 35.7 for the plane mixing layer when A < 1.
Therefore,

l, 21-A O 1A

1 I--= I = 0.056-- yi (62)

However, if we adjust the value of Rs to 30 and mae a similar adjustment to the
experimental value stated above,, the agreement is satisfactory between the results
given in reference 31 and the experimental data of reference 62. When A = 0, the
rate of growth of the initial mixing layer is similar to that of the jet far downstream
of the end of the potential core. The overall width of the mixing region is given by
b(y1) ; 0.3yi and an average value of l -._ 0l. For the region downstream of the
potential core and considering only the case A < 1, we find

b(y1) : 0.24yi (63)

The Entrainment Into the Jet

The growth of the width of a jet depends on the entrainment, although both
quantities are part of the equilibrium balance imposed on the jet structure by the
conservation integral properties of the jet flow and its boundary conditions. If we
first consider the special case of incompressible flow and let UE be the effective
average entrainment velocity at the jet boundary, then for self-preserving flow in the
jet far downstream of the end of the potential core it follows that UE is inversely
proportional to downstream distance and is only weakly dependent on the velocity
distribution across the jet for a given jet and jet thrust.

In the initial mixing layer, which we assume is planar, the entrainment from the
high-speed stream differs from that from the ambient medium. Both entrainments
are directed toward the mixing layer. If the effective entrainment velocities from the
high-speed fluid and ambient fluid are U+ and U-, respectively, then we find

U . dlo U- 1-12) (64)
7U7=42y7 Uj (I dy1  64

where Ii and '2 are, respectively, f f(7) di? and f f(1) 2 dr} and the mean velocity
distribution is f(i?) = (U - Uf)/(U - UJ). Since W is found from experiment to be
-0.03, it follows that the turbulent diffusion into the ambient medium is greater than
that into the high-speed flow, a condition that agrees with the results of reference 67.

Further study shows that in all regions of the jet the entrainment is a strong
function of the velocity ratio A, the density ratio Pj/po, and the jet Mach number
M Some typical results for the ratio of mass flux in the jet mjet to mass flux at the
jet exit m, are shown in figure 15 (from ref, 72). The values of A, p3 /p., and M
therefore influence the structural parameters of the jet, such as the spreading rate
of the jet, the centerline velocity decay downstream of the potential core, and the
local turbulent intensity. Thus, as might have been expected, the flow structure of
the jet on a full-scale aircraft jet engine in flight may differ dramatically from that
of a static model jet tested in the laboratory at ambient temperature.
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The Properties of the Mixing Region at
High Speeds

We have discussed the properties of the mixing region in a jet at low subsonic
Mach numbers. References 70 and 71 give information on the changes that occur
with an increase in Mach number from subsonic to supersonic shock-free flows. The
main conclusions from their results are that, with increasing Mach number, the
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growth of the mixing regions decreases, the length of the potential core increases,
and the intensities of the longitudinal and the lateral velocity components decrease.
Figure 16 shows the variation of Urms/Uj with distance along the centerline yl/Zc
(xc is length of the potential core) of a jet at three Mach numbers as measured in
reference 71 They obtained similar results for vrms/U . The intensity does not fall
to zero throughout the potential core, although the level is small compared with the
maximum intensity as shown in figure 12. The value of urmnnY't reaches its peak at
nearly twice the length of the potential core and then decays at a rate similar to that
found in the self-preserving region farther downstream. The growth of the length of
the potential core is shown in figure 17(a), which includes results from reference 71
as well as from other experiments. Figure 17(b) shows the corresponding decrease
in the nondimensionalized vorticity thickness 6,1 with increasing Mach number. At
high Mach numbers, bl decreases as 1/Mj as Mj tends to infinity (ref. 62).

Concluding Remarks

We have shown in this section that the flow structure in a turbulent circular
jet defies simple description even in low-speed flow. At subsonic speeds the jet
structure is broadly divided into the initial mixing region, covering the length
of the potential core, and a more extensive region downstream. Between these

regions is an intermediate region that, although continuous with the upstream and
downstream regions, has a non-self-preserving structure, and that structure is not
well documented. It is possibly the region contributing most to the radiated acoustic
power.

The information we require as input to our model for the noise generation from
the turbulent flow includes the mean flow properties of the jet; the instability of
the mixing region close to the nozzle exit and its breakup into large-scale vortical
structures and, eventually, into fully turbulent flow; the structure of the turbulent
flow in all regions of the jet, including its amplitude, length and time scales, and
mean speed of convection; the influence of large eddy structures on the growth of
the mixing region and the intermittency of the turbulent flow; and the structure of
the turbulent flow close to the flow boundaries, its relation to the irrrotational flow
outside, and the entrainment of that irrotational fluid.
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However, even with this vast experimental data bank, we still need to make a
judgement on those regions of the turbulent shear flow that generate the greatest
contribution to the radiated noise and their contribution to the amplitude and the
length and time scales of the corresponding effective acoustic source function in a
moving frame, as required in the Lighthill acoustic analogy. All the information
w he amincluded in this section is relevant to the understanding and justification
for the parameters we use in the model for the jet noise source function and its
distribution. It is this source function that must contain all the details of the
conveting turbulent flow, since in Lighthill's acoustic analogy this source function
replaces the entire flow. But here we issue a word of caution. The source function
involves a moving-frame, fourth-order covariance with spatial and corresponding
retarded-time separations with respect to a fixed far-field observer. The experimental
data on this covariance are almost nonexistent, and the best we can do is to infer
its properties from the experimental data we have already briefly reviewed. The
success or failure of our attempts to find a suitable approximation to the source
function and its distribution for insertion in Lighthill's acoustic analogy, based on
the turbulent structure information, depends on the agreement we finally obtain
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between the calculated and experimental characteristics of the radiated noise field.
At best we hope to uncover the sources of error in the values of the parameters used
in our model, as well as those aspects of the application of the Lighthill acoustic
analogy that require further study, through the introduction of the flow-acoustic
interaction theories.

The Acoustic Analogy Source Model in Jet
Noise

The Acoustic Analogy Equations

In previous sections it has been found that Lighthill's acoustic analogy leads to
the following result (eq. (45)) for the autocorrelation of the sound intensity in the
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far field of a stationary jet when the convection velocity of the bulk of the turbulent
flow at any cross-section ofihe jet is suhonic and the jet. if spersonic, is shock free:

where P is the source function e-aluated in a frame moving at the velocity Vr(y),
6 is the space separation with respect to moving coordinatecs and -r is the correspond-
ing retarded-time difference. The corresponding power spectral density (eq.(46)) is

zp 1. 111 .16 w (y, 1cD) dy

where

"Po(y,k, WD) - #.4 i exp(-zk-6) d6f exP(-iWD )PO(Y,6,-) dr

and w is the frequency of the radiated noise and wD is the frequency of the turbulence
in the moving frame.

The term -Po(y,k,wD) is the four-dimensional Fourier transform of Po(y,k,l-),
which is assumed to be a symmetric function about the origins of 6 'and T. It
is a real function of k and wD, and for each value of w it is expected to have
a maximum amplitude at some position y within the source volume. This is a
reflection of the self-preserving structure of the mixing region of a jet, whereby
the dominant frequencies in the turbulence at any station downstream from 'the
jet exit are inversely proportional to the growth of the width of the mixing region.

Since the far-field noise spectrum involves an integration of Pe over the entire source
region, it is apparent that in general the contribution to that spectrum within a
given frequency band involves cnly sources located within a small section of the jet,
and in particular it involves only that part of their wave-number-frequency spectrum
function surrounding k and wD corresponding to w. Thus the complete determination
of the wave-number-frequency spectrum function at each source location in the jet
is unnecessary, since it is only the region of the spectrum around the matched values
of wD and k that contributes to the far-field noise.

The Model for the Space-Time

Correlation Function

In a previous section we also refer to the variation of the turbulent structure
across any section of the mixing region, including its intermittency near the jet
boundaries. The detailed analysis of reference 43, in which the jet intermittency was
neglected, showed the amplitude of Pa to be distributed across the jet in a Gaussian
distribution. However, ir we extend that method to include the jet intermittency and,
moreover, take account of the large eddy structure in the jet, it appears the source
function is likely to be approximately uniform, on average, across the mixing region
at any station. On the assumption that the source function distribution is uniform
at all stations of the jet at high Reynolds numbers and the length and velocity
ocales of the turbulence, which determine the properties of the source function, have
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the self-preserving properties as determined for the incompressible jet, a physically
p 'ble form for the source function can be proposed that in turn can be reduced
toan effective source function that is a function of the axial coordinate 3q only for
each value of the far-field frequency w. We refer to this function as the axial source
function R(iyi,w), where

R(=/,, 1 (y,k, D) dm dY3  (65)

Thus, within the elongated source region of a jet we have reduced our problem
to the determination of the ensemble average of the turbulent structures that con-
tribute to the space-retarded-time correlation function PO(Y, 6, r) and its integration
throughout the source region. Our model, which at best is a gross approximation to
the average properties of Pv, is unlikely to be equal to its value at any one realiza-
tion of the jet mixing region flow, but then neither should it be so. Few experiments
have been performed that relate to the fourth-order covarianc Pe(y,6,wD), even for
zero time delay. Hence, a detailed comparison with experiment with respect to the
source structure is not possible. Howeer, indirect comparisons are possible through
the far-field noise results and use of the polar correlation technique, as discussed
subsequently.

From reference 43, following references 45 and 73, we find typical curves for the
pressure and time-gradient pressure space correlations in a free shear layer, and
these are shown in figure 18. The longitudinal correlation has large negative values
for large separation distances a, whereas the transverse correlations are positive for
all separations. Similar curves might be expected for the space separation properties
for the co%ariance Pe. But the moving-axis retarded-time curves of the covariance Pe

are more likely to have a shape similar to the envelope of the space-time correlation
curves for the turbulent velocity as discussed in the section The Structure of a
Turbulent Jet, so that Pe is predominantly positive except at very long separation
distances. Even allowing that the true space-time properties of P have positive and
negative regions, the sextuple-weighted integral of its fourth time derivative smears
out most of these complex details, as found in reference 43, and leaves the function
R(yi,w) heavily weighted in terms of the properties of the characteristic values of

the turbulence velocity and length scales.
We accordingly define P(y, 6, r) in terms of the moviug-fram e turbulence quan-

tities po, uo, 11,12,13, and wo, all of which vary with yj only. These quantities are,
respectively, the characteristic mean density, the root-mean-square turbulent veloc-
ity, the turbulence length scales in directions yl, y2, and y3, and the moving-frame
frequency. We write

Po (y,6,r) p 024f (y /Wl(66)

If f(y, 6, 7) is assumed to be equal to a Gaussian distribution for the space-retarded-
time separations,

R(,w) = "P 0  ) dY2d 3  (67)
167r2 w0 12 4Nt0)
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where the effective Doppler factor is vZY~o, with

(IMCO 02 C (,S 0+ Lksin 0 (68)
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and is finite when-M~cose = 1. The transverse scales of turbulence 12 and 13
have been assumed to be equal and replaced by /L. The longitudhial scale 1i has
been replaced by /0. The Strouhal number of the turbulence in a moving frame
NSt,t = w0/0/uo is assumed to be a constant throughout the entire jet flow. The
angle 0 between the observer, relative to the jet exit, and the jet axis is positive
when measured in the downstream direction.

The effective cross-sectional area of the jet, over which we assume Pe to be nearly
constant, is given by

fdY2 dp rDjb (0 < yi < L) (69)fir b (L:5 yj <oo)J
where the first region covers the initial mixing region, where the mixing layer is
almost planar since its width is small compared with the downstream distance, and
the second region covers the entire jet downstream of the potential core yl = L. The
width of the mixing region b is taken as the mean overall width, as described in the
previous main section. FRom those results we find b/lo is a constant throughout the
entire jet.

The Strouhal number of the radiated noise is Nt,, = wDj/Uj, where Uj is the
mean jet exit velocity and Dj is the jet exit diameter. The (acoustic) Mach number
of the jet is Mj = Uj/c., and Me is the (acoustic) convection Mach number, which
is a function of yl.

The Model Equation for the Power
Spectral Density

The power spectral density of the far-field noise is found by substitution of these
results into equation (46), giving

DI D.1M.N tr [ fLID, P2 .0' b0 /p (N dy,7 (x~0~w) - ce- IT -2 ,2 2t
, 32z

2  [Jo Nstt 7.-xp 2 .UdNSl

S2 1(70)
+ Nstj 4ffZ2NSt' ) j

where 91 = yI/Dj, Zo = uo/UL, lo = lo/D,, and Nst,t, b/lo, and hL/1o are constants.

The Model Equation for the Intensity

The intensity is found by integrating over all frequencies:

I(x,O) ;o L4 ?4o &/ F
00 28M4 212

+ b210 (71)
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where the integrands have the same value at yj = L. In both regions the turbulence
longitudinal length scale 16 increases linearly with.yl. In the initial mixing layer
uO is constant, but downstream of the potential core (9l = L), uO decays inversely
proportional to yl. All these assumptions are consistent with the assumptions of self-
preserving flow in both regions and with the low-speed experimental data referred
to in the next main section. We find, accordingly,

[ ,pco(L)slN.(b/ts()Q/!O) 2 (LfDi) I + (blo)!o(L) (72)

where, for convenience only to keep the final result as simple as possible, we have
assumed p0 and Co retain their values at the end of the potential core throughout
the downstream jet mixing region. This is justified because the region between the
initial' mixing region and that downstream of the potential core is continuous and
the downstream integral is heavily weighted to the properties of the flow in this
"intermediate" region. The quantity (b/lo)(lo/D.)/6 represents the ratio of the total
acoustic- power generated in the region downstream of the potential core to that
generated upstream. The ratio is of the order 1/6. Thus we conclude that the initial
mixing region is the dominant noise-generating region in a jet when the jet exit
velocity is subsonic, and possibly when it is supersonic, in the absence of "shock
cells," and provided the average convection velocity is subsonic also.

The Changes in the Model for
Supersonic Flow

When the jet is supersonic the structure of the initial mixing region changes,
although a potential core still exists if the jet is shock free. The length of the potential
core, however, is increased compared with its value in a subsonic flow. When the jet
is underchoked or overchoked, the potential core is transformed from a uniform flow
at the jet exit, as in subsonic flow, to a flow containing the shock-wave expansion
system and extending for a distance from the nozzle exit until the velocity on the
axis becomes subsonic. The initial mixing region, as shown in figure 2(b), grows at
a slower rate and reflects the structure of shock and expansion waves. Experiments
suggest its length increases as a function of the "fully expanded" Mach number of
the jet at the exit when the jet is underchoked or overchoked. In these flow cases
the large-scale structure of the jet dominates the mixing region and interacts with
the shock cell structure.

The Lighthill theory, as applied in equation (70), continues to provide an input
to the estimate of order of magnitude for the total acoustic power radiated from a
jet, even when the jet is supersonic, provided the T 3 covariance reflects, to some
approximation, the true flow properties. Thus, in principle, the Lighthill theory
can include shock-associated noise and screech tones, although alternative theories
presented in another chapter are better adapted to that purpose since they are
based on flow-acoustic interaction. We can argue here that if the T,, covariance is a
continuous function everywhere in the mixing region, even when shock and expansion
waves are incident to it, then the analysis above can be used with only minor changes
to the properties of the flow quantities. We introduce L,, the length of the supersonic
region, to replace L, the length of the potential core. We further assume that the
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characteristic frequency of the turbulence wo is approximately constant over the
efitire.length of the initial mixing region, a reflection of the presence of a large-scale
coherent motion. The mean speed and density at the commencement of the subsonic
region are those satisfying adiabatic conditions between the nozzle exit and the
termination of the supersonic region. With these simple modifications incorporated
into the acoustic analogy theory we find the initial mixing region no longer dominates
the generation of acoustic power, as it does in the case of the subsonic jet. In
the supersonic case approximately half the overall acoustic power is generated by
the initial, "supersonic" mixing region, and the remainder comes from the wholly
subsonic region downstream of the supersonic region and terminated at ys = Ls. In
both cases the region of maximum acoustic power generation, and in particular the
peak in the spectrum at angles near 90', is that region lying between the upstream
and downstream regions. Such a model was first proposed in reference 74, and
provided the jet gas properties and the jet exit velocity and temperature are included,
the overall acoustic radiated power can be predicted satisfactorily over a very wide
range of jet Mach numbers.

Limitations of Model

The results given in equations (72) and (70) for the far-field noise intensity and
power spectral density at an observer based at Q(x, O) are derived entirely from
Lighthill's acoustic analogy with a physically plausible model used for the source
function and based as far as possible on relevant experimental data on the structure
of turbulence in the mixing region of a jet. The source function used in this section is
based on a volume distribution of moving quadrupoles representing the unsteady flow
field in a turbulent jet at high Reynolds numbers. These results need to be modified
to account for the presence of additional dipole sources at low Mach numbers, with
a noise intensity proportional to M6 , when the jet is heated to well above ambient
temperatures as would be the case for the full-scale jet engine.

The results as given in this section apply only to the static jet and need
modification when applied to the jet in flight. The first modification concerns the
changes in the structure of the turbulent mixing region, both the intensity of the
turbulence and its scale, when the jet mounted on an aircraft is in motion with
a velocity U1 in the opposite direction to tile jet efflux at a velocity UJ. These
velocities have been discussed previously, and it was shown that the turbulent
structure depends on A = UI/U3. The reference density po .of the fluid within
the moving eddy structures responsible for noise generation is also a function of A
as well as of the ratio of the jet to ambient temperature. This is discussed in the
next main section The second modification concerns the additional Doppler effect
experienced by the observer because of the motions of the downstream convecting
eddies and the bodily motion of the entire jet in a direction upstream as observed by
the observer. The result, as first presented in reference 39, requires the additional
term 1 + Alf cosO-1 in both the intensity and the power spectral density.

Concluding Remarks

We can draw some interesting conclusions from the results given by equations (70)
and (72). The first concerns the effective source distribution along time axis of a
low-speed static jet, as shown in figure 19. In the initial mixing region the overall
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effective source strength is constant, but downstream of the end of the potential core
the strength falls as 1/yi. This result was found by Lilley (ref. 43) and independently
by Ribner (ref. 75).
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Figure 19. Jet noise effective source distribution at low Mach numbers for
static jet.

In figure 20 the corresponding results are given for the effective source distribution
along the jet axis for a series of constant values of the far-field Strouhal number.
These results show that the high-frequency end of the far-field spectrum is generated
almost entirely from turbulence in the initial mixing region, whereas the low
frequencies are generated over a very large region of the jet extending far downstream.
The region of most intense radiation is near the end of the potential core and is
centered at Nst, = 2.0. (The Strouhal number here is Nst,r = wD/Uj, where
w = 2frf.) In summary, we see that the main contribution to the power spectral
density for Strouhal numbers from 0.1 to 2.0 comes from the region y/Dj = 5 to
20, while for Strouhal numbers greater than 2.0 the region of greatest contribution
stretches from yl/D = 0 to 5. In the region near the end of the potential core the
dominant frequency has values of wD/U = 0.3 to'0.5. Although the low-frequency
noise-generating region is spread over a very large region of the jet downstream of
the potential core, its contribution to the total far-field noise power is small.

We see from figure 20 that although the shape of the source distribution curves
depends on the choice of the Gaussian distribution for P0 , the envelope through the
peaks is more or less independent of the function approximating P. Moreover it is
the envelope through the peaks that determines the power spectral density. Thus
we need only choose, or derive, a form for P0 that includes all the physical variables
of the turbulent flow and satisfies certain simple boundary conditions with respect
to its variation over 6 and r. Our answer will then be qualitatively correct and the
quantitative error in terms of the far-field noise prediction will be almost negligible.
However, it would not be permissible to replace the distributed acoustic sources by
a single effective source. If this were done gross errors are likely to be present, since
it has been shown that the properties of the far-field noise are highly dependent on
the spatial properties of the characteristic length and time scales within the entire
mixing region.
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Figure 20. Jet noise effective source distribution at low Mach numbers for
constant Strouhal number.

Jet Noise at Subsonic Speeds

Introduction

The results obtained in the previous section are used in this section to determine
the far-field noise from a jet at subsonic speeds. (As discussed previously, the
subsonic model, with some modifications, may also be used to provide an estimate of
order of magnitude for the overall radiated acoustic power from a jet at supersonic
speeds. However, since the model does not include details of the jet Mach wave and
shock-wave structures, it is expected that the results would become less and less
reliable as the jet Mach number is increased, especially where the convection Mach
number is sufficiently above unity for Mach wave radiation to persist in regions
well outside the jet.) However, our simple formula can give results over a very
wide speed range and for different jet gas~s, and when these results are compared
with the few available experimental data the agreement is surprisingly, and perhaps
fortuitously, good. As stated previously, our results for the jet at subsonic speeds are
not applicable to the heated jet at low Mach numbers, since the additional dipole
source has not been included. The necessary extensions to include this case can easily
be made with the information on the dipole term contained in the section Lighthtll's
Theory of Aerodynamic Noise. More accurate prediction methods are available, but
these are based on applications of the flow-acoustic interaction theory.

The prediction of the characteristics of the far-field noise from a jet based on
Lighthill's acoustic analogy and using the particular source function derived in
the previous main section depends on the specification of a number of quantities
concerning the properties of the jet and the surrounding medium. These are as
follows:
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Jet:

PJ density at exit, kg/m
3

U3  velocity at exit, m/sec

Aj area at exit, i-, m

lyi ratio of 9pecific heats

Ti temperature at exit, K

mj molecular weight

hj enthalpy at exit, CPjT

c) speed of sound, m/sec

Mi Mach number, Uj/c.o

Ambient medium:

Pf density, kg/m 3

U1  velocity of flight, m/sec

Tf temperature, K

7f ratio of specific heats

mf molecular weight

cf = co., speed of sound, m/sec

hf enthalpy

Mf Mach number, U.1/c.

Flow-Acoustic Interaction at High
Frequencies

A simple result from a study of flow-acoustic interaction is that at high frequencies
sound generated within the flow field is refracted according to simple acoustic ray
theory (Snell's Law), so that in the real flow, for an angle of emission Oc, sources
convected with velocity Uc generate sound rays that are refracted by the flow. The
result is that the directivity of the radiated sound Of is obtained from

+cooM= cC

cos+ 1  cos + coc (73)

Hence, sound directed at emission along the jet axis (0c, = 0) is refracted to 0,,,t,
so at high frequencies a "zone of silence" forms because no high-frequency sound
enters the far field in the range 0 < Of < Oc,,t. Strictly in applications of Lighthill's
acoustic analogy it s wrong to apply any correction to account for refraction, since
this phenomenon is already included in the definition of the source strength T7,.
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However, in our description of the source strength distribution PO we have only
included the contributions from the unsteady flow field and not the effects of the
sound waves generated by it. The amplitude of PO would not have been changed
significantly by their inclusion, but a change in directivity would have resulted, since
the wave-number vector of the turbulence would no longer equal the wave-number
vect6r of the sound in the far field. Thus the directivities I(z, 0) and 7(x, 0, w), as
calculated in equations (70) and (72), need some correction to allow for this resulting
change in the sound wave-number vector from the turbulence wave-number vector.
This is part of the analysis in the study of flow-acoustic interaction, but it is not
our purpose to infer results from that theory in the results we present here. Let
us simply present the results obtained with Lighthill's acoustic analogy uncorrected
for flow-acoustic interaction, except that we will assume a zone of silence exists for
values of Of < Ocrit. From equation (73) we find 0 crit corresponding to 0, = 0', with

1 (4
cos 9crit =  (74)

M- Mf + V;Tcmf/ TTmJ

on the assumption 7c = -j and mc = m.
The convection velocity U, of the effective sources of sound relative to an observer

at rest, when the jet is in motion at the flight velocity Uf and the jet exit velocity
Uj, is given by

Mc K - K(MJ - M (75)

where K is a constant that we will set equal to 0.62, a suitable average value based on
reference 29. (The value K is strictly a function of the frequency of the turbulence.)
The ambient speed of sound co is equal here to cf. When U1 = 0 we find that the
convection Mach number Mc = 1.00 when M, = 1.61, equivalent to a true exit Mach
number of 2.32 for an unheated jet.

Specification of the Flow Properties

The results of turbulence intensity measurements in the mixing regions of a jet
suggest a strong dependence on X = UI/UI. An average result for the characteristic
turbulence velocity uO follows reference 70:

(uo)(1\) 0
.
7 (76)

Uaxis Uaxs A=0

We assume this result holds for all X and M,. The value of uo/UI when U1 = 0
is assumed equal to 0.275 at subsonic Mach numbers. The experimental evidence,
reviewed previously, shows that uo/U decreases with increasing Mach number, but
the data are sparse, especially for the heated jet. The value of uo/U;, when A = 0,
must be selected from the available experimental evidence for the prescribed test
conditions.

The value of po is defined as the mean density in the mixing region corresponding
to the position where the mean velocity is equal to Uc. Thus, pO is linked with ho
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and U. The mean flow equations for a gas having a Prandtl iumber of unity lead
to

2 U2

ho + 2 +- XUc= hf+ + XU = hj + (I +Uj (77)

where X is a constant. From equation (77) we find

X=- (78)
(,/ )-l M-M

and

h= {1 + [(y - 1)/2] M(1 - X)(K - KA - A)) + (h,/hf)(K - KA - A)/(1 - K + 1 AK )

T .- (1 - ,)/ (1 -K + K ) (79)
with po/poo = (hflho)(0/"'yf)(yf - 1)/(to - 1), X = M1 /Mj, Mc = K(MJ - My),
and -yo = (7f +7j)/2. As stated previously, we assume 11 = 1o and 12 13 = l., and
we put l±L/lo = 0.3.

The length of the potential core is found from

L = (L/D)A=O (80)
Dj 1-0.92X

as given in reference 70.
The width of the mixing region is given by

(81)

where (bllo)A=o = 3.0.
All the turbulent parameters in our source model have been based on the low-

speed turbulent properties of the jet, although the changes with Mach number can
be included based on the results given in the section entitled The Structure of a
Turbulent Jet. Most of the results we present below are based on the model of the
low-speed properties of the source in order to present the Lighthill acoustic analogy
in its simplest possible form for comparison with experimental data. At subsonic
convection velocities the changes with Mach number in uo/U,, b/lo, lj/lo, and LID)
in the initial mixing region result in small changes to the values of the intensity and
the power spectral density as obtained from equations (70) and (72). Unfortunately,
we have no information on whether or not the measured changes in the properties
of the turbulent flow with Mach number apply equally to the space-retarded-time
covariance of Ti3 . We prefer to leave these possible refinements for fixture study,
noting that without more accurate data, our model for the covariance is at best a
very crude approximation.
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Discussion of Results and Comparison
With Experiment

Figure 21 shows the change in overall acoustic radiated power with increase in
jet exit Mach number. We see that at subsonic Mach numbers the Lighthill jet
velocity eighth power law is in fair agreement with reference 76. At supersonic jet
exit Mach numbers the results conform to the Ffowcs Williams-Lighthill convection
theory, which asymptotical!y reduces to the jet velocity third power law. Again the
agreement with experiment is fair.

An examination of the spectrum, shown in figure 22, predicted with the subsonic
theory using the Gaussian approximation for the fourth-order covariance PO and
0 = 90', where convective amplification is absent, shows that its slopes at high
and low frequencies are 1/f2 and f2, respectively, and agree with the experimental
results of reference 76. However, the peak'in the spectrum is slightly displaced and is
more prominent than that found experimentally. The reasons for these discrepancies
are not difficult to find. The model shows that the 1/f 2 condition arises from
the upstream mixing region and the f 2 condition arises from that mixing region
downstream of the potential core. The strengths of the resulting sources in the
acoustic analogy theory depend on the turbulent properties prescribed in these two
domains. But the turbulence is continuous in structure throughout the intermediate
region between these two major mixing regions, and the characteristic turbulence
velocity does not decrease discontinuously as in the model. In addition, the rate of
growth of the mixing region changes continuously from upstream to downstream, and
this variation has not been included adequately in the model. The downstream region
is perhaps better modeled, whereas the upstream region is more variable and depends
critically on the flow conditions at exit and on the thickness at the commencement of
the initial mixing region, including the region occupied by transition from laminar to
turbulent flow. In extreme cases the contributions from the two regions to the noise
spectrum could become more separated, as shown in figure 23, where the spectrum
peak is not only broader but also has a pronounced depression, a reflection of the
decay in the strengths of the downstream sources toward high frequency and in the
upstream sources toward the low frequencies. Some experiments, such as those of
reference 77, confirm this type of behavior under certain jet conditions, although the
dips in the spectra are only just outside the limits of experimental accuracy. (The
spectra shown here are those for the spectral density and not those for the 1/3-octave
or octave band levels, which obviously display different characteristics.)

Figure 24, taken from reference 76, shows the changes that occur in the spectrum
at smaller angles to the jet axis. At 0 = 150 the high-frequency content is reduced
and no longer displays the 1/f 2 dependence. The frequency for peak intensity is no
longer dependent on the Strouhal number and is almost independent of jet velocity.
At larger angles to the jet axis, such as 0 = 90', the Strouhal number dependence
for the peak-intensity frequency is regained. (See fig. 25.) The loss of high-frequency
sound at small angles to the jet axis is a result of strong flow-acoustic interaction in
the initial mixing region, with the result that this contribution to the far-field noise
is preferentially radiated at larger angles to the jet axis, and a zone of silence in
the higher frequencies is generated near the jet axis. The remaining contribution to
the high-frequency sound is generated farther downstream, where its source strength
is smaller. However, the overall acoustic power is not affected by this refraction of
the high-frequency sound, since little sound is lost by absorption within the flow
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FiguTe 21. Variation of calculated and experimental acoustic power unth
jet exit Mach number.

fild. The overall changes in sound generation and propagation within the flow field
resulting from flow-acoustic interaction are discussed in another chapter.

Figure 26 shows the results for a velocity external to the jet, analogous to the
case of a jet in flight. The figure for the simple model displays qualitatively the
effects of varying the ratio A = Mf/M3 . The amplitude of the sound intensity is

decreased, according to this model, at 0 = 900 by (1 - A)5 . Others, such as Buckley
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Figure 24. Jet noise specira at 0 - 5, 450, and 90*. Uj = 195 m/sec.
(Bkzom ref. 76.)

and Morfey (ref. 73), who used flow-acoustic interaction theory, and Michalke and
Michel (ref. 79), who used a modified source function, hare obtained :esijts that
agree better with references 77 and 80 to 82.

The results from this simple model show that Lighthil's acoustic analogy theory
is capable of providing a satisfactory baseline for the acoustic radiation from a jet
when the main source of sound is due to turbulent mixing. The gross changes to
these results, especially with respect to sound lirectivity and spectra. vhen strong
flow-acoustic interaction exists, are discussed in another chapter. The directivity of
the radiated noise from a jet can only be satisfactorily established by application of
flow-acoustic interaction theory.

In this section we have discussed the application of Lighthill's acoustic analogy
to the prediction of the far-field noise radiated from a single, isolated circulat Jet.
The application of the theory to more complex situations is possible provided all the
relevant flow-field data are available, which include both the mean and turbulent
velocity distributions and all the requisite flow-field scales and flow dimensions.
These situations include the' noise from noncircular jets, the noise interference
between two or more similar Jets in proximity to each other, the noise from coaxial
jets in which the core jet is at the higher speed, and the noise from coannular jets
where the outer jet speed is both less than and greater than the core speed; these
cases include both static and in-flight jets. However, in each complex jet problem,
a flow-acoustic interaction xists that is far more dominant than in the case of the
single, isolated static jet. Thus it is more profitable to explore the sound fields from
these complex jet flows in terms of the flow-acoustic interaction theory described in
another chapter.

Experimental Considerations

Flow Uniformity and "Excess Noise"

The determination of the far-field noise characteristics of model and full-scale
iets from experiments involves elaborate test rigs and extensive instrumentation.
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S The flow conditions at the jet exit must be accurately measured. Normally the aimmust be to obtain jet exit conditions as nearly uniform as possible.The result of flow nonniformity at the jet exit is an increase in noise intensityarising from additional noise sources within the jet pipe and close to the jet exit? plane. It is usual to classify this noise as "excess noise." In a jet engine under testconditions, the flow downstream of the combustion chamber and turbine is normallyfix from uniform and possesses some unsteadiness and swirl, with the result that theflow at the jet exit is nonuniform.
Ia addition, the presence of solid surfaces forming the jet pipe and its supportingstructure in laboratory experiments, and the wing, fuselage, and tail sections in flight
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test, all provide interference surfaces for the radiated sound and result in a change
in the far-field noise directivit) and amplitude. These combined effects, which are
normally classified as excess noise, are summarized in reference 83.

Excess noise is important as a source of noise, especially at low jet Mach numbers,
since in general it includes monopole and dipole excess noise sources that have
dependences of U4 and f.6, respectively. Hence, at low jet Mach numbers, excess
noise has a greater sound intensity than the noise from the mixing region of the jet,
which normally has a dependence of U8 . The low Mach number heated jet presents
a more complex case, since its effective source is dipole with a dependence of U6 .
For any jet engine installation, excess noise is difficult to quantify and invariably is
specific to the given installation.

Experimental Conditions

In many of the early experiments on the noise from air jets external rigs were used,
with jets blowing horizontally at over 100 D. from the ground and over prepared
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surfskes, as in reference 6, or Rver grass, as in refe6ece 10. In most of these tests
it was impossible to avoid the effects of ground reflection and, in some'cases, the
reflection from adjacent buildigs oifrom the jet supporting structure. Thus it was
not possible to obtain reliable free-field measurements of noise intensity from the jet
axis to 180g. Also, since the noise radiated in th'upstream arc had an intensity
*ell below that radiated downstream, the acoustic radiaei power from a jet could
be obtained from measurements between 150 and about 1350 only. In corresponding
noise measuremeits of jet engines in references 17 and 84, the jet was mounted closer
to the ground and distances to the far field were correspondingly greater. The effects
of ground absorption nd ground reflectioine-re also greater and required separate
investigations. Thus, each jet measuring site has its own set of ground corrections,
which must be applied irrespective of whether the jet being tested is a model or full
scale.

Many of the problems discussed above, which were typical of the early studies
on jet noise (at least on model jets), can be avoided by mounting the jet in an
anechoic chamber (as shown in fig. 27), which allows "clean" measurements to be
made at distances well beyond 100 Dj. (See ref. 76.) These experiments, under near
"ideal" conditions, were the first measurements to show quantitatively the effects of
flow-acoustic interaction and the loss of convective amplification in the downstream
direction at angles close to the jet axis. These effects had been the subject of debate
since the Lighthill theory of aerodynamic noise was first published in 1952, but
not until reference 76 was published in 1971 was it made clear that the theory of
aerodynamic noise involved significant interaction between the flow and the sound
generated by it.

Comprcto airsupply

Control omhe

Sienccr tthng

~~chamber .

, -ozzlc

Microphon o. Lpositions at

/ -Microphone

quadirant

Figure 27. Anechoic jet noise facility. (From ref. 76.)
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Simulation of Flight Effec:ts

The simulation 6f flight effects presents evesiinore complex installation problems.
Jet-engines of limite~i size can be mounted on a tracked vehicld (ref. 82) and the noise
is measured from a stationary set of microphones during the flyby.- Another moving
model jet facility is the "spinning rig," in which the jet is mouited at the tip of
a rotating arm similar-to the blade of a helicopter. (See ref. 85.) For model jet
experiments in which the jet is static and mounted in an anechoic chamber, a large-
diameter second6r airflow is discharged around the jet into the chamber and both
the primaryand the secondary air ari exhausted to the atmosphere to create as little
disturbance as possible to the ambient air in the remainder of the chamber. (See
ref. 86.y The noise radiated from the primary jet-therefore propagates across the
entire secondary jet and across its mixing region with the ambient air, toward the
far-field microphones at rest in the ambient fluid. The measurements made under
such sinilatd flQht conditions, provided the secondary flowjet is sufficiently large in
diameter compared with the primary jet to provide Miequate resolution in the lower
range of fr~qu-ncies, are easy to obtain but difficult to translate into corresponding
free-field data. At high frequencies acoustic ray theory has been used to convert the
measured data to equivalent free-field data (see refs. 77 and 87) based on the flow-
acoustic interaction between the primary jet noise field and the various structures of
the secondary jet. Attempts to improve the free-field corrections have shown that
ray theory is satisfactory in most practical situations.

A more satisfactory simulation of flight effects on jet noise is obtained by mounting
the model jet in a specially designed wind tunnel. If the tunnel is of the open type,
then surrounding the working section with a large anechoic chamber gives a facility
resembling that described above. The corrections of the measured data to equivalent
free-field conditions follow by the use of ray theory. The advantages of the wind
tunnel are that higher secondary jet speeds can be obtained and the ratio of wind
tunnel diameter to primary jet diameter is greater, so data can be obtained at lower
frequencies, provided the wind tunnel is carefully designed to give a low background
noise level. The wind tunnel may be of the closed type, provided it is made as near
anechoic as possible. Noise measurements are now made in the wind tunnel working
section in the moving flow. Both types of facilities have been successfully used and
are described in reference 86.

Jet Noise Measurement
Instrumentation

The instrumentation required for jet noise measurements and their analysis,
including instrument corrections for wind speed, ground reflection, and ground and
air absorption, is given in references 88 and 89. In references 89 and 90 details
are also given of flyover measurements and particularly the type of data collection
necessary for aircraft noise certification.

Source Location Techniques

Lighthill's acoustic analogy of aerodynamic noise is based on a distribution of
equivalent acoustic sources of density, which replace the flow field and move in the
region defined by the flow and its boundaries. In practical applications of Lighthill's
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acoustic analogy, the details of the jet flow field are rarely known apart from certain
gross features such as the magnitudes and distributions of the mean velocity and
temperature over the exit plane. In the case of most model jet rigs and those for
full-scale jet engines, thejet flowv field is installation specific. Thus it is a requirement
to readily identify both qualitatively and quantitatively those regions of the jet
generating the greatest contributions to the far-field sound intensity.

A number of source location methods have been introduced, such as those of
references 91 t 93, which are mainly for use on small-scale jet rigs only. Of
wider application to both model and full-scale jet engines is the "acoustic telescope"
described in reference 94, and the "polar correlation technique" of reference 95. In
the acoustic telescope the far field is surveyed with a linear array of microphones,
and from a digital data processing of the cross correlation of the outputs from the
microphones in the array, the strength distribution of an equivalent line source
distribution on the jet axis can be derived. In the.polar correlation method the
microphones are distributed around an arc in the far field with its origin at the jet
exit, and a Fourier transform of the microphone signals is employed whereby the
variations in phase can be interpreted in terms of an equivalent acoustic line source
distribution along the axis of the jet. The problem of the lack of uniqueness in the
definition of such an axial line source distribution of equivalent acoustic sources is
discussed in reference 96.

The Polar Correlation Technique

The underlying theory behind the polar correlation method and, with suitable
modifications, all the acoustic source location techniques can be derived from
Lighthill's acoustic analogy. If we take two points P(x, t) and Q(x', t') in the far
field, where the fluctuating densities are pp and pQ, their cross correlation is

pp(x, 8, t)pQ(x, 8', t') - B(x, O'- O, t' - t) (82)

where, in the polar correlation method, the microphone at Q(x, 8') is fixed and set at
0' = 900. We will assume that B is equal to its value with 0' = 90'. It is convenient
to let a = 0' - 0, the polar separation angle, and t replaces t' - t, the time difference
between the microphone signals received at Q and P. We can consider a polar array
of equally spaced microphones, an array of arbitrarily spaced microphones in the
range -am < a < am, or a fixed and a traversable microphone over the same range
of angles. It is convenient to consider just two microphones spaced a degrees apart.
The cross-power spectral density corresponding to B(a, t) is

00 p(it)B(a, t) dt (83)

Let us write
B(a, w) = B(a, w)I exp[io(aw )] (84)

where the phase is 0(a,w), so that

B(a, t)= expi(0 - wt)llB(a,w)ldw (85)
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is a real quantity. The maximum value of B(a, t) occurs for a given a when' = wt
at t = tn, where tm is a function of a. We denote this value of B(a, t) as B(a, tin),
and

B(a, tm) = r i J(,)dw (86)

Figure 28 shows typical values of B(a, t), B(a, tn), correlation amplitude, phase,
and source strength measured on a jet with a diameter of 25 mm when Mj = 0.8.

1.0

g.4

lime separation, i, arbitrary scale

(a) Measurements of cross-correlation function.

Figure 28. Polar correlation technique.

The polar correlation technique attempts to find the position on the jet axis that
generates the maximum contribution to B(a,t) and, at a given frequency w, the
position of an equivalent source on the jet axis that makes the greatest contribution
to the corresponding cross-power spectral density. For a subsonic jet that is known
to be free of excess noise and whose acoustic power approximately follows the U
law, the equivalent stationary source distribution on the jet axis may be assumed to
be given from the results of the Lighthill acoustic analogy in the form

167r2c,x'B(x, a, t) = dy f~f 'P~,5 b (7

from which we derive the wave-number-frequency spectrum function of the source
distribution PO:

P(Y1 ,kw =W) / P(y,k, w) exp(-iw/co0 x)(aty2 + 33)) dy2 dy3 (88)

With
IawN=2c 7 X'2

IC(,W)l= _. (a,w) I (89)
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Fgure 28. Continued.

we find

I(oa')1 xI z= exp( exi/pp(z k o)d#(90)

where/ p wyl/coo and p =. COO - osO. We have assumed for this source
distribution that p = 0 when Yl < , upstream of the nozzle exit. Since we have

specified a stationary source distr;bution the effects of eddy convection at a speed

cooc, relative to the observer, must be included in the description of the source
distributon function. In equation (90) the wave-number vector k=-xo/co)

the spatial separation at points in the array a = x - x, and the phase = wt.

" 
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The Fourier transform of equation (90) is

(-,k,w) exp[i(pp + wtm)]IC(a, w)I dp (91)

and gives the required relation between the line source, the wave-number-frequency
spectrum function, and the cross-power spectral density in the far field. In equa-
tion (91) the integration over p is from -oo to no, whereas in the practical
method p is limited to, at most, a range of -1 to 1. However, if we define the
Strouhal number of the jet as Nst, = wDj/Uj and the jet acoustic Mach number
Mj = Uj/co , then NSt,rMj is the Helmholtz number. In practical applications
concerning- jet noise, NSt,rM 3 may vary from just lessthan 1 to about 60. Since
A = wyl/cx = NSt,rMayl/Dj, we see-that 1 may be regarded as a large quantity
for y/IDj > 1, and since a is a function of p only, I C(a,w)J is a real function of p
for given values of w.

Thus to find a value for the integral in equation (91) we can use the Stokes-Kelvin
method of stationary phase, which states that the major contribution to the integral
comes from the vicinity of the stationary points h(p). In our case, h(p) =p p + wtm.
Hence we find the value m = p where h'(p) = 0 and then

-^ fm+E-

27rP(p, k,w) Jm-E IC(a(p),w) exp[i(pp+wtm)j dp (92)

a/ j~ ) IC(a(m),w)I cos [pm + (m)+ (93)

But m is the value of p for which B(a, t) is a maximum, and thereat t = tin.
Therefore when p = m, we find

p = -w = -'(a(m), ) (94)

or

D.? Nst,,111(95

where a is a function of p only and 0' is evaluated at p = m. "'rom equation (95)
we see that for a given frequency the position of the equivalent source that makes
the greatest contribution to the far-field noise intensity is inversely proportional to
the frequency. Although in practical applications of the polar correlation technique
the range of a is limited to -am < a < am, we see a "good" value for the effective
axial line source strength can be obtained from the measured value JC(a(m),w).

In summary, we select points on a polar arc in the far field centered on the jet exit
and we measure the cross correlation B(a, t) between a fixed microphone (e.g., at
900) and each of the other mcrophones at points on the arc. For each value of a, the
angular separation, we find the time delay t =tm for which B(a, t) is a maximum.
We also find the cross-power spectral density B(a,w), which is complex and has real
and Imaginary parts BR and BI, with the phase O(a,w) = tan-'(B/BR). Since
O(a, w) = Wtm, we have a check on the value of tin. Noting that a is a function of
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p only, we find 8&/Op at p = m, and then the position along thejet axis with-the
greatest contribution to B(a, w), for the given frequency, is found from

yv (a/8P)p=m (96)Dj NSt,r-Mi

For a-uniform jet we would expect one source position for each frequency. From
reference 95 we find the following results:

yl/Dj
Calculated, Measured,

fDI/Vj NSt'r NStrMj  4/ eq. (96) ref. 95
0.1 0.628 0.50 -6.9 13.8 13.0

.3 1.885 1.51 -13.8 9.1 8.5
1.0 6.283 5.03 -30.0 6.0 5.5
2.16 13.572 10.86 -42.0 3.9 4.0

The method of data reduction used in reference 95 differs from that used above,
but similar results are still obtained. Thus the method of stationary phase provides
an adequate approximation for the determination of the effective source location
from use of the polar correlation technique.

Reference 95 also discusses applications of the polar correlation technique when
multiple sources are present at a given frequency. Thus the polar correlation
technique has application to such cases where excess noise is present and typically
results in a further effective source located at or upstream of the nozzle exit. The
polar correlation technique is also applied to the case of coaxial jets, for which it
can distinguish the effective location of the dominant sources in the inner and outer
streams. For details of the application of the polar correlation technique to these jet
configurations, see reference 95.

Comparison With the Lighthill Acoustic
Analogy Model

A particular application of the polar correlation technique is to provide experi-
mental verification of the assumptions used in the simple acoustic analogy model,
particularly the values introduced to define the Tq, covariance in terms of specified
local, average, and characteristic values of the flow quantities. Remember that these
quantities are introduced to define the Gaussian approximation used to describe the
TJ covariance in the turbulent mixing regions of the jet. A justification for the use
of such a crude approximation has already been partially given, but here we will
concentrate on providing experimental support for our model.

We can determine B(aw) and IC(a,w) as required in the polar correlation
technique by the use of methods similar to those described in the previous section for
the estimation of the far-field noise intensity and the corresponding far-field spectral
density. Thus the position of the maximum contribution to the far-field intensity, in
a given band of frequencies, can be calculated for a jet configuration similar to that
tested in references 95 and 97. The results are given in figure 29 and in the table
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below for a model at Mj = 0.8 with a jet diameter of 25 mm and a full-scale engine
running at 80 percent of maximum rpm and using an unlined tail pipe.

Model jet Full-scale engine

[(yi)o = 1.25Dj1 R3 )] 0]

(yi/Di)m NSt,r (yi/Dj)m NSt,r
1.40 100.0 0.15 100.0
1.54 50.0 .29 50.0
1.98 20.0 .73 20.0
2.22 15.0 .97 15.0
2.70 10.0 1.45 10.0
4.16 5.0 1.94 7.5
4.88 4.0 2.91 5.0
5.09 3.0 3.63 4.0
7.51 2.0 4,84 3.0

6.42 5.0 3.64 3.0
7.24 3.0 4.46 2.0
8.06 2.0 6.31 1.0
9.91 1.0 8.92 .5

12.52 .5 14.10 .2
17.70 .2 19.95 .1
23.55 .1

In order to improve agreement, it was first determined that the discrepancy was

the result of the assumption that in both trial cases the nozzle exit conditions were

similar and the initial thickness of the mixing region downstream of the nozzle exit
was zero. The comparisons between the calculated and measured results suggest this
is a good assumption for the full-scale engine. However, for the model jet this appears
to be a poor approximation. For a model jet, the early mixing region is unlikely to
be fully turbulent unless special measures are taken to disturb it sufficiently to force
transition at or near the origin of the mixing region. The results of reference 95
suggest that transition was free, so we can expect that a certain length downstream
of the jet exit the mixing layer is in a transitional state, and even though this region
may generate noise its characteristics will be very different from those associated with
a fully turbulent mixing region. Accordingly, in the results presented in figure 29
and in the above table, an artificial origin at 1.25D downstream of the exit has been
introduced for the fully turbulent mixing layer.

The overlap in the results around the end of the potential core, which we
took as yl = 5D), is the result of the assumption that the growth of the mixing
region has the same value upstream and downstream of the potential core, but the
characteristic tutbulence velocity discontinuously decays inversely proportional to
the axial distance, beginning at the end of the potential core following its constant
value throughout the initial mixing region. An improved model would be one in which
the flow properties were made continuous in the three regions covering the initial
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100 7

13 Acoustic mirror, DI = 20 mm; All . 1.0
A ca Acoustic mirror; D, i 25 mm; A!, - 10

100 A Polar correlation, D, = 25 mm, Afj = 0 86 (ref. 95)

A Polar correlation; D) = 51 mm; Mtj = 0 86 (ref 95)

0 0 Polar correlation; full scale, 80% max rpm (ref. 97)
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Figure 29. Calculated and measured peak source strength locations.

mixing region, the region around the end of the potential core, and the downstream
mixing region.

The conclusion reached is that a simple model for the T, covariance for use in the
Lighthill acoustic analogy is satisfactory and models the flow in the mixing region of
a jet. Any arbitrariness in the chosen values of the constants representing the values
of the characteristic flow quantities is a reflection on the likely differences that could
exist in jets having different flow properties at exit.
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It should be emphasized here that the polar correlation technique itself neither
employs nor depends on the Lighthill acoustic analogy for an experimental determina-
tion of the effective acoustic source distribution. The comparison that we have made
between the results we obtained using the Lighthill acoustic analogy and the data
obtained experimentally with the polar correlation technique is confirmation that
our simple model for the effective acoustic source strength provides a fair approx-
imation of the flow-field characteristics required in the application of the Lighthill
acoustic analogy to the estimation of the characteristics of the far-field noise from a
subsonic jet, but only in those regions of the jet and certain angular regions within
the radiated field where flow-acoustic interaction can be ignored. The comparison we
made was taken at 900 only, and at this angle in the far-field convective amplification
effects are zero.

Jet Noise Reduction Techniques

One of the goals of the early experimental studies on jet noise was the exploitation
of the knowledge gained, with respect to the characteristics of the sources of noise
generation in the turbulent mixing region of a jet, to find means by which the radiated
noise intensity could be reduced with no loss in nozzle performance (i.e., jet thrust).
The work of reference 6 on simple modifications to the shape of the nozzle exit with a
number of different nozzle extensions, shown in figure 30, showed that changes to the
initial mixing region of the jet changed the flow structure of the entire jet. With some
of the devices the noise was reduced by 8 dB in certain directions with consequent
changes Li spectral shape, and this reduction was achieved with a relatively small
loss in nozzle performance. The noise reduction was even greater when the nozzle
was choked, whereas the unchoked nozzle exhibited the characteristics of screech and
shock-associated noise. An analysis of all the model experimental data indicated that
for the reduction of jet noise on full-scale jet aircraft an aerodynamically smooth
transition was required between the upstream circular tail pipe and the "fluted"
circumference at the nozzle exit. The result was the "corrugated nozzle," designed
by R. Westley, G. M. Lilley, and A. D. Young and developed by Greatrex (ref. 17). It
was fitted to many of the civil aircraft flying between 1955 and 1980. Two examples
are shown in figure 31. Derivatives of the corrugated nozzle are used on many modern
aircraft, as discussed in reference 89. Although the noise reduction obtained with the
corrugated nozzle may be considered modest, it nevertheless is accepted as the one
major practical device that has reduced jet noise for minimum loss in performance.
Apart from its performance loss a further disadvantage in the use of the corrugated
nozzle was its additional weight, which when combined with the thrust loss produced
a significant increase in fuel consumption for a modest reduction in noise.

The original application of the corrugated nozzle to jet noise reduction was on
the straight-jet engine operating at or just above choking for takeoff. Once far
greater noise reductions were required on civil aircraft power plants than could be
successfully achieved with the corrugated nozzle, it was realized that a major change
in aircraft engine design was requiied. Substantial noise reductions could only be
obtained by a large reduction in the final jet velocity, and this was accomplished
with the bypass jet engine and later with the turbofan engine. For a jet whose
overall radiated acoustic power was proportional to U8, the potential noise reduction
with a halving of the final exhaust velocity was 24 dB, which was far greater than
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F= 30. Noise 70Iudion dewces- (Fm ref 6.)

Figure 31. 71pes of cftrrf eigine noise suppressors. (Courtesy of
Rolls-Royce Limited.)

could be achieved with the corrugated nozzle. Since it was found that the different
thermodynamic cycle used on the bypass engine produced a smaller specific fuel
consumption, this type of power plant quickly replaced the straight-jet engine as the
basic civil aircraft power plant for all the airlines of the world since itwas technically
more efficient and environmentally more acceptable.

The early reasoning for why noise reduction was achieved with the corrugated
nozzle was that the initial mixing region structure had changed at subsonic speeds to
produce an increased mixing rate, a reduction in the mean shear, and a consequent
reduction in the measured length of the potential core. Thus it 'was argued the
effective acoustic source volume was reduced, with a consequent reduction in the
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sound pom. In t! ote-doed cae the conugated nozle prevented an ordered
eddy structure fran develoing, and this interacting with the regular asngOf
the shock cells generated screech and shok ociated noise- The results of flow
vialiaion bradl confmed thme o io A fuzther feature of the corrupted
nwazle u that the drumference of the jet at exit was now broken up into 4
series Of mi jets, ab jet; being assoated with eac corruption, and these
suctur persiste along a substantial length of the jet m"g region. It had
been established that decreasing the diameter of ajet propoirtiontely inceed the
peak fraeqwc); and hence a further change in the noise reduction characteristics
of the corrupted nade was the shift in the noise spectrum to higher frequences
dependent on the =n=ber of corruptiou. A further deivatime of the corrupted
noazle ws the multitube nozzle, which operated on the same principle but possesmed
the disadvantages of incrersed weight and internal losse. The combination of these
devices with an ejector gave increased noise reduction, but again at the opesse of
incresed weight and increased drag in flight. The noise reduction characteristics of
many of these devices are discussed in another chapter and in reference 89.

It would be wrorg to argue that the introduction of the Lighthill acoustic
analogy had little influence on the design and development of the corrugpted
nozzle and its derivathies. Nemrtheless it has to be accpted that all the noise
reduction devices discussed above were developed experimentally, and even today
their performance cannot be satisfactorily predicted theoretically However, once it
had been established that flow-acoustic interaction pla)ed a significant role in the
radiated noise characteristics of a jet, it became dear that any device added to a
nozzle-exhaust system that modified the jet mbdng region and the surrounding flow
field would result in a change, and almost certainly an increase, in flow-acoustic
interaction. Thus, it is suggested in reference 36 that the reduction in noise arising
from the corrugated nozzle and its derivatives occurs within the zone of silence and
is negligible outside it, especially at large angles to the jet axis. Hence a necessary
condition in a device to reduce jet noise at subsonic speeds is to provide a gaseous
shield around the jet and between the fast-moving turbulent structures and the far-
field observer. The application of flow-acoustic infe-action theory, as performed in
reference 36, proides a satisfactory qualitative explanation of the noise reduction
properties of the corrugated nozzle and its derivatives.

Alternative Theories of Aerodynamic
Noise

The Determination of Tij

Following the publication of Lightbill's theory of aerodynamic noise many scien-

tists and engineers adapted the theory to provide prediction methods for jet noise
covering a wide range of jet conditions, such as jet exit temperature and speed. An
early stumbling block was the modeling of the space-retarded-time covariance of Tij
in terms of readily measurable turbulence quant'ities, such as second-ordr turbulence
velocity covariances, their energy spectra, and their integral scales. Some researchers,
such as Jones (ref. 98), attempted the difficult measurement of the fourth-order ve-
locity covariances, but the complexity of the problem (Tij has six independent com-
ponents) has meant that moic attention has been placed on theoretical, rather than
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further experimiental, dcevkprnen in the deterimination of T2,. Lighbhll (ref. 3)
noted that atmaJor contribution to - T j cotwiance in a turbulent shear flow carne
from 4jj Dlpi where 4j is the mean rate of strain ar 1 Dxj-0vj/Dxi. Thus in the
presence of au intens mean shear, the fluctuations in pressure would be highly ampli-
fied and the noise radiation would be enhanced A theory of subsonic jet noise based
on this model was attempted in reference 43, and many of the results obtained .we
shown to be in broad agreement with exper .ent. The metod, however, *as unsat-
isfactory at and near Mces9 = 1. It was later that Lighthill's theory was extended
both b) Ffowes Williams (ret 39) and lighthill (refs. 4 and 5) to cover convection
speeds at all subsoni and supersonic Mach numbers, including M,cosO = 1, at
least up to those Mach numbers for which density fluctuations inside the flow were
considered to have little influence on the turbuknc.

The Theories of Ribner and Michalke

Riber (refs. 99 and 100) noted that inside a turbulent shear flow, when the
fluid is incompressible, the double divergence of the Lighthili stress tensor, with
Tj = p.,ivj, is exactly equal to V2p and therefore can be written

(97)
axi 8x2

where 3 is a scalar function and is termed a "pseudo-incompressible pressure Ribner
discarded the notion of a quadrupole source and referred to his theory as the simple
source theory ofaerodynamic noise. The theory uas criticized by Lighthill (ref. 5) on
the grounds that it suppressed the tenscrial properties of Tij and that it was wrong
to imply that T2j decayed near, and beyond, the boundaries of an incompressible
flow at the same rate as the pressure. Therefor, the neglect of Tij outside a
flow field would not apply to the pressure. However, as an approximation to the
Lighthill stress tensor and as used to derive a model containing empirical constants
for the prediction of the radiated noise from a jet, Ribner's results were shown to be
satisfactory. Ribner found it necessary to include the effects of refraction due to the
mean flow-acoustic interaction, and since this was a high-frequency phenomenon, he
found it was satisfactory to use ray acoustics. Ribncr's results were qualitatively
in agreement with experiment and helped to explain the so-called zone of silence
near the jet axis. Further developments of Ribner's theory are given in references 44
and 101.

It was proposed in references 102 and 103 that the radiated noise from a turbulent
flow, such as a jet, could be obtained from the method of matched asymptotic
expansions, whereby the inner region would be the field of turbulent flow and the
outer region the radiated noise field. This suggested that the outer solution could
be represented by a distribution of axisymmetric emitting noise sources (m = 0) and
nonaxisymmetric emitters (m 6 0). It was found that a iclatively small number
of azimuthal modes were needed to pru~ide a good representation of the sound
field of a circular jet found from experiment. Of course, a major problem was to
relate the external sound field to the characteristics of the turbulence in the jet
mixing region, which in Lighthill's theory is given by 02Tij/4t 2.In reference 103 a
single parameter of the jet turbulence 6 = krsinO was used, where k is the sound
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wave nimber c/c= and 2= Dj, the jet exit diameter. The length 6 is related
to Dj, but-as it does not vary with position along the jet it was assamed to be
soune suitably averaged length scale of the turbulencei possibly related to the region
of the.jet co rned with the sound generation o;-greatest Implitude. In spite of
this apparent oeresnplification, the theory showed agreement with a wide range
of experimental data, incdiing that of references 76, 104, and 105. Howeve" the
complete theo*" required the effective surface source distribution on, for example, a
cylinder of radius i -to e matched with the near-field radiation from the true vortical
sources wiihin r, whose length scale and amplitude depend on the local turbulence
parameters and not on just a single parameter 6. Related work on that problem
was undertaken in reference 106, extending earlier work (ref. 99) and unpublished
work by Csanaday. A further extension of that work led to the study of flow-acoustic
interaction, as described in reference 18,and to its practical applicatioi as ajet-noise
prediction scheme (eg., ref. 107). The flow-acoustic Interaction problem has-been
imnestigatod by many researchers (e g., refs. 108 to 113). Further discussion on the
choice of acoustic analog, is given in references 114 and 115.

The Nleglect of the Fluctuations in
Density at Source

An aspect of the Lighthill acoustic analogy theory that has caused much dis-
cussion is that Lighthill's equation is strictly an integro-differential equation for the
density, since p appears as the independent variable and also in the source function
through the stress tensor Tij. (See ref. 52.) In low Mach number flows, the strength
of the acoustic sources is such a small fraction of the flow kinetic energy that it is
a good approximation to replace p in T2j with the ambient density p,. We can as-
sume that in such flows sound waves present in the flow do not modify the turbulent
flow. If we argue that pressure fluctuations inside a turbulent flow are of the order
of pU202 and fluctuations in density are of the order of pJ/c, then sirce for plane
sound waves P'/Pa = u'/co (where Wi is the particle velocity), it follows that for
a circular frequency w = 2-rf and a sound wavelength A, u'/uo < 1 and lO/A < 1,
where wlo/uo is of the order of unity and 10 is a characteristic eddy length. Since the
particle velocity is very small compared with the turbulence velocity we see that the
influence of the sound on the turbulence can be neglected. However the opposite is
not true and the result is embodied in flow-acoustic interaction.

Introduction to Flow-Acoustic
Interaction

Consider the disturbance created in a turbulent flow, or indeed in any unsteady
flow, that results in alternate compressions and expansions of a fluid element as it is
convected by the flow. The time rate of change in the volume of this fluid element
6V per unit volume of fluid, following the flow, is given by

IlDbV Dln pl - = . = div v (98)dY-0i uV Dt Dt

and it follows that in a compressible flow the sound generation ;s directly related to
the value of the time-dependent part of div v inside the flow. The value of div v inside
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a flow is negl'bly small and would be almost itiposible to messre e e
Nevertheless, it is only when the time-dependent art of div v is finite inside an
unsteady compressible flow that sound generation can occur.

Pressure fluctuations exist in any turbulent flow. These are present in an
incompressible flow and are of similar amplitude in a comprmible flow. In an

ompm turbulent fliow, where the vorticity !D = V x v, it is easily shown
from the equations of motion that

V2
F = -poaV(v 2/2) + p~div(,v x fl) = -pro Aiinj/Ozi Ox3  (99)

where the constant density is set equal to pm. In a compressible flow the positive
and negative fluctuations in pressure give rise to density fluctuations, which are then
propagated outward at the local speed of sound relative to the local flow velocity.
The pressure fluctuations in the flow are barely modified by the resulting sound field,
except at high Mach numbers when shocklets are generated. LeI the fluid velocity
v = u + VO, where u is the instantaneous velocity of the vortical field. Since the
sound field is irrotational, we can assume it is defined in terms of the tim-dependent
part of the velocity potential 0. For a turbulent shear flow, V- u = 0 by definition
of the vortical field, so that V2

0 = div v and in compressible flow is not zero. If
div v is identically zero everywhere, an in incompressible flow, there can be no sound.
Inside the flow we set IWVo < Jul, and hence t0 a good approximation,

D (100)

Let us assume that in a given flow the vorticity and the enthalpy distributions
are known. Then in such a compressible flow we find

Dnp Dlnp (101)
Dt Dt

to a good approximation, and from equation (98)

Dnp V 2  (102)

when sound is gener-ted by the flow. The sound field is given exactly by the
time-dependent part of V2, . If we define a new variable r = In (p1/7) such

that Vr = Vp/pc2 , then from the energy equation we find, to the same order of
approximation,

b-7+ Lr (103)

where s is the specific entropy and C,, is the specific heat at constant pressure. If
we omit the diffusive terms in the equation of motion and again approximate to the
convective operator only, we find that

Dv 2V0-c Vr (104)
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leading to
-Iv2#=-v-(2 VS.)-_VU : UV 05
DVt ~ .cVi~u s (105)

where! is the double dot product. Sinc; c2 = (y - 1)h, we can wite equation (105)

thV2# -Vu : uv - c2 V2r-c2 Vnh-.Vr (106)

In a given flow devoid of all irrotatiocal components and with u, h, and s known
everywhere, all sound is absent. Yet when suchs flow is compressible it generates a
sound field described by V#. In the absence of flow,

(2-- -c V2)t,2# = 0 (107)

but in the presence of flow, after we eliminate terms in r between equations (105) and
(106), the corresponding convective wave equation for-V 20 is found with a forcing
function that is a unique function of u, h, and s only. It is easy to deduce by reference
to equation (102) that this forcing fuhction is equal to

v2Dlinp (108)
Dt

and, as proposed in reference 116, may be regarded as the source of sound in an
unsteady shear flow. It is equal to -V40 inside the flow to the same order of
approximation. Not surprisingly, one of the dominant terms in this forcing function
is simply 82uiuj/Ozi 8xj as in Lighthill's source function. The comparison between
the source functions in the two theories, if all diffusive terms are omitted, is as
follows:

LighthilL
where Ti ; puiuj + (p - 4 )6ij

Oxi axj'
Legendre:

V2u bU I b-~ .u _ 2Vu:C Yt 0 0 .u

In a weakly nonisentropic flow we see from equations (102) and (103) that Dr/Dt.
is also equal to -V 2 0, and hence Inp and r are interchangeable. Thus with the
elimination of V2 0 between equations (103) and (104)i

D2r(1)
D~ - V. (c2 Vr) = VV: vV (109)
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Equation (109) is known as'Phillips' equation (ref. 117), where the entropy, and
viscous diffusion terms are omitted because they are small compared with Vv vV.
Derivatives of this equation led Lilley (ref. 106) to investigate not only those flow
quantities responsible for noise generation but also the flow variables associated with
the propagation of sound out of the flow and-the interaction between the flow field
and the sound waves within the flow. The resulting interaction is rdferred to as
flow-acoustic interaction.

Concluding Remarks

In conclusion, we should point out that Lighthill's acoustic analogy theory of
aerodynamic noise is exact. All other theories, at best, involve approximations
of the real flow. Lighthill's theory includes all flow-acoustic interactions as well
as the scattering of noise by the turbulence. (See ref. 118.) The underlying
difficulty in applications of Lighthill's acoustic analogy is that the full space-time
history of Tj cannot readily be evaluated in any given flow with specified initial
and boundary conditions. In order to unravel the effects of noise generation in
a flow from those of flow-acoustic interaction it is necessary to consider the true
unsteady-flow equations, rather than Lighthill's acoustic analogy equation involving
the forcing term Oft,/Dxiaj, which represent the quadrupole distribution of
equivalent acoustic sources moving in a uniform medium at rest. The beauty
of Lighthill's approach, however, is that it is an analogy that provides a good
approximation of the order of magnitude of the radiated sound from a turbulent
shear flow, even when the true unsteady flow field can only itself be described very
approximately. However, the more accurately Tj is known, the more accurate the
estimate of the radiated noise is.

In the alternative theories of aerodynamic noise based on the convected flow
equations, which form the basis for the methods of flow-acoustic interaction, the
aim is to find suitable approximations to the space-time covariance of Dp/Dt
throughout the flow. The various attempts to achieve this are included in the works
of references 44, 106, 110, 113, 116, 117, and 119 to 124. All these studies are based
on the exact equations for unsteady viscous compressible flow, just as in Lighthill's
theory, but differ from it in that the acoustic sources are now required to move
relative to the real flow, rather than being embedded in a uniform medium at rest.
This requirement is only achieved at the expense of the introduction of a modified
wave equation of greater complexity, and the simplicity of Lighthill's approach is
lost.

The various attempts to achieve this goal of approximating the space-time
covariance differ essentially in the choice of the independent variable used. In essence
all are equally valid, although their results reflect the further assumptions introduced
and, in particular, the flow quantities specified as known in a given flow. It is
interesting to note that Lilley et al. (ref. 106) (see Goldstein (ref. 18)) used 0 and r
as independent variables, Howe (ref. 122) used 0 and h,, Yates and Sandri (ref. 124)
used 0 and h + (O/Ot) + (V) 2/2, and Legendre (ref. 116) used 0 and Inp. In
each approach one of the variables was eliminated so that a single equation could be
obtained. Thus Lilley derived a single equation in r, Howe derived a single equation
in h,, and Legendre used the single equation in 0. All these methods lead to the
determination of the sound field generated by an unsteady flow. The source of noise
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is unaffected by the choice of the independent variable. Figure 32 shows pictorially
the differences between flow-acoustic interaction theories and Lighthill's acoustic
analogy.

We conclude that the theories discussed above may prove useful as a guide to
further experimental studies or to studies based on computer simulations, such as

oLES (large-eddy simulation) or direct numerical simulation, wherein the need tointroduce approximations into the system of equations -may no longer be necessary.

In most practical situations the basic unsteady flow field is not known in sufficient
detail to use any of the above theoretical methods to obtain a good quantitative and
accurate assessment of the properties of the radiated noise from the flow. At best
the theoretical methods can give a physical insight into the properties of the noise-
generation processes and a qualitative picture of the characteristics of the radiated
noise. Quantitative prediction methods, in general, have to be based on good, reliable
experimental data within the framework of the theories discussed above.

Conclusions

This chapter has presented Lighthill's theory of aerodymunic noise as the foun-
dation on which to build all other theories of aerodynamic noise. The application
of the Lighthill acoustic analogy to the estimation of the characteristics of the noise
radiated from jets is central to this chapter.

Attention is given to the assumptions on which the Lighthill acoustic analogy
is based and it is shown why the theory gives results different from experiment
when flow-acoustic interaction occurs. The details of flow-acoustic interaction are
invariably unavailable to provide the necessary fine adjustments to the Lighthill
source function to render it such that the noise radiation as calculated is exact.
The alternative approaches to the understanding of aerodynamic noise theory are
discussed, wherein the emphasis is placed on the flow-acoustic interaction and such
theories are required to complement the results obtained by application of Lighthill's
acoustic analogy.

The application of the Lighthill acoustic analogy to any aerodynamic noise
problem involves a detailed knowledge of the time-dependent flow to an extent that
is rarely available, especially when the flow is turbulent. We discuss some of the
dominant features of the mean flow and turbulent structure of a jet to guide us in
modeling the Til fourth-order covariance, which is central to aliplications involving
Lighthill's acoustic analogy. We avoid discussion of the structure of more complex
jet configurations since we need to retain a gross simplicity in our model in order to
establish whether qualitative and possibly quantitative agreement can be obtained
when comparison is made with experiment. The modeling assumptions are severe,
and yet we are able to establish an agreement with experiment better than an order
of magnitude. This in itself is surprising when we consider that the acoustic source
function based on T,, is related to the kinetic energy of the turbulence, whereas the
overall radiated acoustic power is of the order of 10- 4 smaller.

The results obtained from the acoustic analogy model are compared with exper-
imental data obtained by application of the polar correlation technique to both a
model-scale jet and a full-scale jet engine. The relatively close agreement is evidence
that the flow-field data are pertinent to the description of the acoustic analogy model.
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Jet Noise Classical Theory and Ezpriments

The wider applications of the use of the polar correlation technique are mentioned,
especially the determination of the location of additional noise sources, such as the
source of excess noise, from a full-scale engine.

A brief description is given of attempts to reduce jet noise without incurring an
undue penalty in the loss of nozzle efficiency. Attempts to understand their noise
reduction characteristics on the basis of the Lighthill acoustic analogy are shown to
be relatively unsuccessful. However, the main feature of all noise reduction schemes
is shown to be the large changes in the jet flow structure that result, notably a
shielding of the high-speed flow near the jet boundary. It is shown that flow-acoustic
interaction theory gives a more satisfactory explanation of the main changes to the
radiated noise characteristics, especially within the zone of silence and an almost
negligible change outside.

Finally, the importance of good, reliable, arid accurate experimental data in all
studies on aerodynamic noise is stressed. At best the theoretical work can only assist
in providing a suitable framework in which to analyze the results and the presentation
of the experimental data for prediction purposes.
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5 Noise From
Turbulent
Shear Flows

Lead author __ _ _
M. E. Goldstein
NASA Lewis Research C=er
OrerAz Ohio

Introduction

This chapter is primarily concerned with the generation of sound in turbulent
shear flows with high Reynolds numbers. The subject became a serious scientific
discipline in the early 1950's when Lighthill (refs. 1 and 2) published his acoustic
analogy theory of jet noise. That work has more or less dominated the subsequent
development of this field, which is still somewhat incomplete and has undergone little
change in the past several years.

Lighthill achieved considerable success in explaining some of the most prominent
features of the experimentally observed jet sound field (such as the directivity
patterns of the overall sound pressure levels), but when more detailed experiments
were conducted (refs. 3 and 4, for example) it became clear that there were other,
more detailed features (such as the directivity patterns of the acoustic radiation
in individual frequency bands) that could not be explained by Lighthill's analogy.
Reference 5 extended the analogy to account for such features, but attempts to
explain the new observations were mainly based on more complex analogies such as
those of references 6 to 9. All these analogies involve, in one form or another,
a nonlinear wave operator that eventually must be linearized before meaningful
calculations can be carried out.

Lighthill's approach is discursed in considerable detail in chapter 2 of Goldstein
(ref. 10). This chapter therefore places little emphasis on the acoustic analogy, but
rather concentrates on an alternative approach which may be more readily adapted
for use on large-scale computers to obtain more detailed information about the sound
field than would be possible from the acoustic analogy. This approach amounts to
little more than calculating the unsteady flow that produces the sound simultaneously
with the resulting sound field. One starts from some prescribed upstream state that
is ideally specified just ahead of this region where the sound generation takes place.
To make progress without resorting to full-scale numerical computation requires
that the governing equations be linearized about some appropriate mean flow. But
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that ultimaely has to be done, either impliitb- or explicit e n mv with the acoustic
anakif- approach. I hame no doubt t hat t he day wil come when turukieee-at ed

sound is calculated directly from the Na-ier-Stokes equation. but, to my knowledge.
that has yet to be dore. There is still much to be learned fro, the exis.ing work,
which has often led to relati-ey simple formulas that show encouraging agreement
with experiments and produce a great deal of nsight into and physical understanding
of the sound generation process. This chapter is a somewhat selective review of that
work.

The use of linearized theory to calculate turbulent flows or, better yet, changes
in turbulent flows is a branch of turbulence theory now known as "rapid distortion
theom3" (See ref 11) It assumes that the following conditions are satisfied (ref. 12):
(1) u'/U < 1, where u' is the rms turbulence velocity and U is the local mean-
flow velocit; and (2) the interaction or change being calculated is completed in a
time, say rI1, that is short compared with T , where -r is the decay time
or lifetime of a typical turbulent eddy 0(t1/u), t being the characteristic size of
turbulent eddies. Rapid-distortion calculations are usually based on the inviscid
equations-an approximation that is justified when both the mean-flow and the
turbulence Reynolds numbers are large. The important point herm is that the radiated
sound fidd can be determined as a by-product of any such rapid-distortion calculation,
as long as compressibility effects are retained.

Solid-Surface Effects

While it mignt bmr. nmcst !ngical to begin by omitting solid-surface effects and
to include them only after the turbulence self-noise pobl'.=cms been appropriately
dealt with, it turns out that the solid boundaries actually simplify the probvice.
and allow a more rigorous treatment in at least some cases. Consider then a high
Reynolds number turbulent air jet such as that shown schematically in figure 1,
where Uj is the jet velocity. The maximum turbulence occurs along the centerline
of the initial mixing layer, indicated by the dashed line in the figure. Here the
ratio of the rms turbulence velocity to the local mean-flow velocity is roughly 0.24
(ref. 13), which is not all that small but would probably still be considered to be an
acceptable "small parameter' to many classic applied mathematicians. Condition (1)
is therefore reasonably well satisfied.

Now suppose that a semi-infinite, but infinitesimally thin, flat plate is inserted
into the flow as shown in figure 1. Then the interaction between the turbulence
and the leading edge will be completed in a time r1 = 0(l/U), which is fairly
small compared with 'decay = 0(1/u'), considering the smallness of the turbulence
intensity. Thus, inviscid rapid distortion theory applies, and the interaction between
the turbulence and the edge can be calculated by linearizing the inviscid equations
(the Euler equations) aboat the mean flow.

Since the ratio of the cross-stream to streamwise components of the mean-flow
velocity is of the order of (u'/U)2 (ref. 14), the order of approximation will certainly
not be diminished if this flow is taken to be a unidirectional transversely sheared
flow. The important advantage of using this flow is that it is itself a solution of
the inviscid equations (for any velocity profile). The resulting expansion is then a
rational perturbation that can, in principle, be carried to arbitrary order without
internal inconsistency. The lowest order equations are now the same as those used
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Figure 1. Plate embedded in turbulent air jet.

in inviscid stability theory (i.e., the Rayleigh equations; see ref. 15), and as already
indicated, the radiated sound field can be determined as part of the solution to these
equations-provided, of course, that compressibility effects are retained.

Representation of Incident Turbulence

To determine the radiated sound field, one must first decide on an appropriate
representation of the incident turbulence. This representation would be rather easy if
the mean flow were completely uniform, since any solution for the unsteady velocity-
pressure fluctuations would then be decomposed into the sum of an "acoustic"
solution that carries no vorticity and a -vortical" solution that produces no pressure
fluctuations and is often referred to as the -gust" or "hydiodynamic" solution. The
vortical solution is used to represent the incident turbulence in most problems that
involve the interaction of turbulence with solid surfaces embedded in uniform mean
flow. Its suitability for this purpose is largely due to the following reasons:

1. It does not become infinite anywhere in space, even in the absence of solid
surfaces, so it can describe the turbulence field that would exist if the surfaces
were not presem.

2. It involves two arbitrary "convected" quantities that can be specified as upstream
boundary conditions to describe the turbulence entering the interactior, zone in
any given problem. This seems to be the appropriate degree of generality, because
the vorticity is a convected quantity that has only two independent components
(since its divergence must vanish).

3. It has no acoustic radiation field at subsonic speeds and will, in fact, vanish
exponentially fast at transverse infinity if the mean and unsteady vorticity fields
are sufficiently compact.

Decomposition of the solution into completely decoupled acoustic and vortical
parts is no longer possible when the mean flow is nonuniform, but the compressible
Rayleigh equations still possess a solution that has the three properties listed above
and, in fact, approach the vortical solution on a uniform mean flow in the limit as
the mean flow approaches a uniform flow (refs. 16 to 18). This would then seem to be
the natural generalization of the vortical solution to nonuniform flows, and it would
therefore seem appropviate to refer to it as the gust, or hydrodynamic, solution and,
more importantly, to usp it to represent the incidence turbulence.
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In the general case, this solution can be writto- ,s foows {refs. 16 and 17):

z = A. - + G.,tjy. - ry,) dyd, (o = 1.2,3.4)

(1)
where u0 denotes one of the perturbation velocity components when a = 1,2,3 and
U4 denotes the associated normalized pressure fluctuation. For this equation, t is
the time; (xs,x2,x 3 ) are Cartesian coordinates, with xj in the mean-flow direction;
xt = {z2,x3} in the transverse direction; G, is a free-space vectur Green's function
for the compressible Rayleigh equations, a slightly unusual case in that it is defined
by placing the convective derivative (based on the mean-flow velocity) of the delta
function on the right side of the Rayleigh equations, rather than being the delta
function itself; wc is a convected quantity that can be arbitrarily specified as an
upstream boundary condition; and A, is another convected quantity. The fourth
component of A0 is identically zero, and the remaining three components form
a three-dimensional vector that has zero divergence and is perpendicular to the
gradient of the mean-flow velocity. Therefore, A0 has one independent component,
and this component can be an arbitrary function of its argument.

Equation (1) thus involves two arbitrary convected quantities. It is certainly
defined over all space. since G, is the free-space Green's function. That it is a
homogeneous solution of the linearized Rayleigh equations can be seen by inspection.
For example, substituting the second term into the Rayleigh equations will, in view
of the definition of G, transform the integrand into the convective derivative of
6(z - y) o(t - r) times we. Integration by parts produces a convective derivative of
wc, which by construction is identically zero. This inspection shows that the second
member of equation (1) is indeed a homogeneous solution of the Rayleigh equations.
It is easy to show that the first member also has this property.

Sound Generation and the Role of
Instability Waves

Returning now to the problem of a large. flat plate embedded in a turbulent
shear flow, we can, as argued above, use tie gust solution to represent the incident
turbulence. Since this gust solution does not satisfy the boundary condition of zero
normal velocity at the plate, it is necessary to add another solution to cancel this
component of velocity. Unlike the gust solution, this latter solution does not vanish
exponentially fast at infinity, but rather behaves like a propagating acoustic wave
there (ref. 17). In other words, the plate is able to "scatter" the nonpropagating
motion associated with the gust into a propagating acoustic wave (ref. 19).

The problem also possesses an eigenfunction solution associated with the spatially
growing instability wave that can propagate downstream from the edge of the
inflectional mean-velocity profile (refs. 20 and 21). The solution is therefore not
unique! It could be made unique if we required that it remain bounded at infinity
(since that would eliminate the eigenfunction solution that grows without bound
there). But since the linearization is only valid in the vicinity of the leading edge, it
is probably not appropriate to impose a "boundary" condition far downstream in the
flow where all sorts of nonlinear effects will have had a chance to intervene (ref. 22)

One can therefore look for an alternative way to make the solution unique. This
can be done by treating the steady-state solution, which is, of course, the one of
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interest here, as the long time limit of the solution to an initial-value problem. A
-causalit; condition is then imposed in the sense that the solution is required to be
identically zero before the initial time when the incident disturbance is "turned on'
(ref. 20).

But in reference 22 it is argued that an initial condition imposed in the distant
past may not be relevant to the steady-state solution, s'L-.e the linearization might
only be -alid over a relatively short interval of time. One might therefore consider a
third way of making the solution unique. This amounts to using the eigenfunction
solution to eliminate the leading-edge singularity that appears in both the bounded
and the causal solution by satisfying a leading-edge "Kutta" condition (ref. 21).
This procedure may be rationalized by noting that the instability wave represents
downstream vortex shedding that could adjust itself to eliminate the singularity in
the inviscid solution and thereby prevent any flow separation that would otherwise
occur at a very sharp edge.

Comparison Wilh Data

It is not entirely clear which of these three solutions is correct, but I suspect
the argument in reference 22 is invalid and that imposition of causality is probably
appropriate. In reference 17, I compared the theory with the data of reference 23,
in which the sound radiated was measured in 1/3-octave frequency bands as a
function of the angle from the jet axis in a plane perpendicular to that of the plate.
Comparison of the experiment and theory is shown in figure 2. The top part of the
figure corresponds to the high-frequeney limit where the instability waves are "cut-
off" and the issues of causality and Kuta conditions are irrelevant. However, at low
frequencies the causal solution, which is shown at the bottom, is strongly affected
by the instability wave. The agreement between experiment and theory is good, but
the causal and leading-edge Kutta conditions have the same low-frequency limit, and
one cannot conclude from this comparison which is correct. However, the bounded
solution behaves quite differently in this limit and consequently does not agree with
the data.

Sound Generated by Turbulence
Interacting With Itself: The Jet Noise
Problem

Having achieved some success in using linear theory for the turbulence-leading-
edge interaction, it is natural to try using it to calculate the sound generated by
turbulence interacting with itself (i.e, to deal with the problem of jet noise). I
have already pointed out that the ratio of rms turbulence velocity to local mean-
flow velocity is reasonably small in the region of maximum turbulence, so that the
first requirement for the validity of the rapid distortion theory is satisfied. (See
Introduction.) However, the interaction time r1 , which in the present context should
be taken as the time for the sound generation to occur, is now equal to the decay
time rdecav of the turbulence, and thus the second requirement of the theory is
not satisfied. But with no better alternative at hand, we might still attempt to
introduce the same small parameter as before (i.e., u'/U) and carry the corresponding
asymptotic expansion to its logical conclusion. Like the more ad hoc acoustic analogy
approach, this systematic procedure assures that all appiopriate conservation laws
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Figure 2. Comparison of causal or leadng-edge Kita condition solution with
data of ref. 23 for U = 213 rn/sec.

are satisfied and that the acoustic sources are of the appropriate multipole order.
But it seems to have certain advantages over the acoustic analogy in that it provides
a "rational" framework for assessing the internal consistency of the various jet noise
analyses. It may also apply to some physically realizable flow, which we hope is
not too different from the real turbulent low of interest, and finally, it provides a
method for identifying acoustic sources and distinguishing acoustic and nonaoustic
components of the unsteady motion.

The Basic Equation

The lowest order equations are, on the face of it, the same as before, that is, they
are the compressible Rayleigh's equations. It is well-known (ref. 15) that the velocity
components can be eliminated between these equations to obtain a single equation for
the normalized first-order pressure fluctuation 111 _= p, /poco, where P1 is the actual
first-order pressure fluctuation, po(xt) is the mean-flow density, and c0 (xt) is the
mean-flow sound bpeed, where the latter two quantities depend only on the cross-
stream coordinate xt {X2,x 3}, with (xl,x2,x3) denoting Cartesian coordinates
and x, in the mean-flow direction. This equation can he written symbolically as

Li 1 = 0 (2)

where L denotes the third-order linear wave operator-

L- ( 'c2) +2c(VU) "  (3)
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where t denotes the time and D/Dt = t/t + UO/Ox, is the convective derivative
based on the mean-flow velocity U(xt).

Since solid boundaries are acoustically irrelevant for the turbulence self-noise
problem, it is appropriate to suppose that the flow is defined over all space. Then (for
reasons given in the section on solid surface interactions) the gust (hydrodynamic)
solution (i.e., eq. (1)) is a relevant solution of equation (2). But equation (2) also has
(spatially growing) instability-wave solutions which can exist whenever the mean flow
is inflectional (ref. 15). Since many investigators (e.g., refs. 24 to 29) have argued
that these latter solutions correspond to the expedimentally observed large-scale
turbulent structures, it would seem appropriate to identify the gust solution with
the "fine-grained" (or relatively fine-grained) turbulent motions.

However, there are experimentally observed motions that, on a global basis, seem
to bear little resemblance to any motion that can be represented by either the gust or
the linear instability-wave solution. This should come as no surprise, since we have
already noted that the linearized solution can at best remain valid over relatively
small streamwise distances.

We have seen that the gust solution produces no acoustic radiation at subsonic
speeds, and the same can be said for the instability waves. (However, see below.)
'he asymptotic expansion must therefore be carried to the next order if it is to be
used to calculate radiated sound. The normalized second-order pressure fluctuation
112 again satisfies a third-order wave equation, but it is more convenient to work
with the isentropic density fluctuation:

-l =_r2 - 7-112 (4)
2 1

where y is the specific heat ratio. Then Hl satisfies

LI = r (5)

which, except for the inhomogeneous source term

D f 2Of
r=I V - - - .7U (6)

is the same as equation (2) for the first-order normalized pressure fluctuation.
Equation (6) is ideatical to the source term that would be produced by an

externally applied fluctuating force per unit mass f = (fl, f2, f3} and might therefore
be thought of as a dipole-type source, since a fluctuating force produces such a source
when there is no mean flow. The force f is not arbitrary, of course, but is now given
as a quadratic function of the first-order solutions, namely,

O (1) (1) '20ax -u__ +c1. -Hn  (z,3 = 1,2,3) (7)

where u, denotes the first-order velocity fluctuation, and c2 = 'YRT 1 is the squared
first-order sound-speed fluctuation, R being the gas constant and Ti being the first-
order temperature fluctuation.
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Equations (5) to (7), with some relatively minor differences, were first derived by
Lilley (ref. 7), who used a generalization of the acoustic analogy approach. The result
is now commonly referred to as Lilley's equation. In the present approach, it arises
as the equation for the composite second-order pressure fluctuation with a source
term r that involves only first-order solutions. Since these solutions, which satisfy
the homogeneous equation (2), have no acoustic fields at subsonic speeds while the
second-order solution does, our expansion provides a conceptual if not experimental
mechanism for identifying acoustic and nonacoustic parts of the unsteady motion.
But there are some complications.

The Sources of Sound

The second term in equation (7) represents a dipole-type source due to the
temperature fluctuations in the flow (ref. 30). Although this source is of real
significance in actual high-temperature jet exhausts, I will not discuss it in this
chapter. I will concentrate instead on the first term, which, being the divergence

of the fluctuating (first-order) Reynolds stress uM u , corresponds to the source

that would be produced by an externally applied fluctuating stress field. It might
therefore be interpreted, by analogy with the zero mean-flow case, as a quadrupole-
type source.

This latter term can be further decomposed into a number of subsources by
separating the first-order solution u,1) into its gust and linear (spatially growing)
instability-wave components and, as before, identifying the gust with the fine-grained
turbulent motion. Unfortunately, this procedure cannot be carried to its logical
conclusion because the linear instability waves, which grow without bound in a
parallel mean flow, ultimately produce an unbounded source term in equation (5) It
would then be inappropriate to use this equation to calculate the acoustic field, since
it is its global, and not its local, solutions that must be used in such a calculation.
However, the real flow is only locally parallel, and the slowly varying (rather than
the parallel-flow) approximation should be used to represent the instability waves, as
was done in references 31 and 32, for example Then the source term in equation (5)
remains bounded, since the local growth rate of the instability wave varies with the
thickness of the jet or shear layer. (It first increases, reaches a maximum, and then
becomes negative as the thickness increases.)

However, supersonically traveling waves can be produced as a by-product of this
approximation and these latter waves couple to the radiation field (ref. 32) when
the first-order solution is rendered uniformly valid (through use of an appropriate
singular perturbation procedure such as the method of multiple scales, ref. 33). The
previous comment that the first-order solution has no radiation field therefore needs
to be qualified. We return to this subsequently, but for now the important point is
that the first term in f should then describe the sound generatin due to the following
types of interactions:

1. Linear instability wave and fine-grained turbulence
2. Linear instability wave and linear instability wave
3. Fine-grained turbulence and fine-grained turbulence

Of course, this list may be incomplete or even inappropriate since, as I already
inicated, there are other types of large-scale motions in the jet that do not seem to
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be globally representable by either the gust or the instability wave. In any case, it is
clear that this list should only be taken as an indication of the types of interactions
that can occur and should not be considered to be the result of a rigorous analysis.
In fact, we shall eventually show that nonuniformities in the asymptotic expansion
cause these interactions to occur at different asymptotic orders than the present
formal expansion would suggest. One might then choose to ignore this list entirely
and argue that the experimentally observed turbulent motions should be used in
place of the first-order solutions that appear in the source term (eq. (6)). This use
of observed motions in place of the first-order solutions is, in effect, what is done in
the acoustic analogy approach. However, I do not think that it should be dismissed
entirely and therefore consider it in some detail.

The first item (i.e., the instability-wave-fine-grained turbulence interaction) has
only been considered very briefly in the literature (e.g., refs. 26 and 34) and only
limited quantitative results have been obtained for this interaction. It can be thought
of as the sound generated by the fine-grained turbulence shaking the instability waves
and is likely to emerge as an important source mechanism in flows at relatively low
Reynolds numbers.

The instability-wave-instability-wave interaction may be related to the vortex-
pairing events that occur in the initial mixing region of a high-sp~ed jet. These
events can be experimentally enhanced by exciting the jet with an external acoustic
source tuned to the most unstable frequency of the shear layer at the nozzle lip, as
was done by Kibens (ref. 35). He found that this enhancement caused the natural
broadband noise of the jet to be suppressed and that most of the sound was then
generated at subharmonics of the excitation frequency. By taking measurements in
the near and far fields, Kibens showed that there was no Doppler shift in frequency,
an indication that the sound was generated by nonconvecting sources within the
jet. He subsequently identified the locations of these sources with the vortex-pairing
locations.

However, quadratic interactions between two-dimensional (or between axisym-
metric) instability waves produce only subsonically traveling waves in a subsonic
parallel flow, and these waves do not radiate sound. But the straightforwaid pertur-
bation analysis of these interactions is (as in the straightforward nonparallel-mean-
flow analysis) nonuniformly valid in the streamwise direction (leading to the so-called
Kelly resonance, ref. 36), and supersonically traveling waves are produced when the
straightforward asymptotic solution is rendered uniformly valid in that direction.
The sound field can then be calculated with a procedure similir to the one used in
reference 37 for the sound generated by the nonlinear saturation of a single instability
wave. A more systematic approach might be to adapt the nonparallel-flow analysis
of reference 32 to this case.

The Lighthill Result

The interaction of fine-grained turbulence and fine-grained turbulence is essen-
tially the mechanism originally considered by Lighthill (refs. 1 and 2). Difficulties
such as those discussed in conjunction with instability-wave-instability-wave inter-
action may also occur when the present perturbation approach is applied to this case.
Lighthill's acoustic analogy theory leads to a stationary medium (i.e., classic) wave
equation. He suggested that it should be possible to neglect variations in retarded
time across the turbulent eddies (or correlation volumes) in this case, since the time
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f]c(1 - Me cos 0) for a sound wave to cross a turbulent eddy is small compared with
the characteristic time £/u' of the sound source at subsonic jet velocities (ref. 10).
Here Mc is the convection Mach number of the turbulence and 0 is the angle between
the downstream jet axis and the line connecting the source point and the observation
point.

It is a consequence of the linearity of the wave operator on the left side of
equation (5) that the sound radiated by any given turbulent eddy is then independent
of that radiated by any other eddy. Lighthill therefore argued that each eddy should
behave like a point quadrupole source moving downstream with the "convection
velocity" of the turbulence and that the entire sound field of the jet could then be
estimated by calculating the sound radiated by a "typical" turbulent eddy. This
picture turns out to be a slight oversimplification and was later corrected by Ffowcs
Williams (ref. 38).

In the Lighthill-Ffowes Williams result (refs. 1 and 38), the mean-square pressure
p2 radiated in any proportional frequency band at a fixed source frequency 12, where
w = 11/(1 - MccosO) is the actual frequency of the sound, behaves as follows-

p2~ f~a)

(1 - M cos 0)5  (8)

so that its "directivity pattern" is primarily determined by the Doppler factor
(1 - M.cos0) raised to the -5 power.I These five inverse Doppler factors produce a
highly directional radiation pattern at high subsonic Mach numbers-a result which
is remarkably similar to experimental observation.

Solutions of Lilley's Equation

Solutions of equation (5) and r treated as a moving point source (eq. (7)) can
be interpreted as corrections to the Lighthill-Ffowcs Williams result that account for
the effects of the nonuniform surrounding mean flow. A number of researchers (e.g.,
refs. 7, 30, 34, and 39 to 45) therefore decided to calculate the acoustic radiation
from point quadrupole sources moving through transversely sheared mean flows.
The relevant solutions usually had to be obtained numerically, but relatively simple
closed-form (or nearly closed-form) solutions were obtained in the low- and high-
frequency limits wD/U << 1 and wD/U >> 1, respectively, where D denotes the
jet diameter (see fig. 1) and U. denotes the jet velocity

Low-frequency solutions were obtained for a round jet with an arbitrary mean-
velocity profile in references 40 to 42 All components of an idealized quadrupole
convecting through a stationary medium exhibit directivity patterns given by inverse
Doppler factors times sines and cosines of the observation angle The low-frequency
analyses show that only the xl -xl and x1 - r quadrupole components (where r is the
radial coordinate) retain this property in the presence of a parallel but nonuniform
mean flow. The remaining quadrupole components exhibit directivity patterns given
by more complex formulas involving the complete mean-velocity profile and the
location of the sources within the jet (ref. 42).

1 The Doppler factor can be corrected to avoid the singularity at Me cosO = 1 by accounting for finte
source volume,
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However, the low-frequency analyses uncovered the very surprising result that the
mean flow causes certain quadrupole components to emit sound much more efficiently
than they otherwise would; the mean-square pressures in the absence and presence
of the mean flow are, respectively, O(12 ) and O(112 ) as 1 - 0. The acoustic field
of the xl - r quadrupole, which is the only one of these more efficient sources that
can be expressed in simple Doppler factor form, is proportional to the local mean-
velocity gradient. It is worth noting that this source arises as much from the first
member of the source term (eq. (6)) as from the second, even though the first does
not explicitly involve the mean-velocity gradient (ref. 40).

Observed low-frequency jet noise directivity patterns therefore depend on com-
plex properties of the jet turbulence and mean flow that are difficult to estimate.
But the mathematical results are consistent with the experimentally observed results
that the patterns are always more directional than Lighthill's five inverse Doppler
factors would :ndicate To be more specific, the analytical and experimental results
show that the low-frequency sound should be more concentrated on the downstream
axis than Lighthill's result implies, with the on-axis sound being produced by the
quadrupoles with one axis in the streamwise direction.

The high-frequency solutions, which were obtained in references 7, 10, 34, 39, 40,
43, and 46, exhibit a "zone of silence" on the downstream jet axis. The acoustic field
is exponentially small in that region, which is circumferentially asymmetric when
the jet is nonaxisymmetric or the sound source is located off axis. It fills the entire
range of circumferential angles 4 when 0 is sufficiently close to the downstream jet
axis (see fig. 3), but it only occupies a limited range of angles (say, m < < max)
at larger values of 0 (say, rn < 0 < Omax), and finally, it will disappear completely
when 0 > 0max (see fig. 4). These remarks only apply to subsonic isothermal jets with
monotonic or nearly monotonic mean-velocity profiles. A host of complex interference
effects may occur when these restrictions are relaxed.

Ob~ernatl polt

Figure 3 Coordinates for observation point.
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As in geometric optics, the sound propagates along distinct rays in the high-
frequency approximation. Only one ray can reach the observer when 0 > 0m.,
but there will be at least two rays reaching the observer when Omin < 0 < Oax-a
direct ray and a ray reflected from the boundary of the zone of silence (ref. 43). The
corresponding sound waves can then interfere, but the interference term is a rapidly
oscillating function of angle and, since all acoustic measurements involve some form
of spatial averaging, may not be experimentally observable.

The mean-square pressure radiated in any proportional frequency band of fixed-
source frequency Q2 is thus the sum of the mean-square pressures for each ray
reaching the observer. The result for a convectmg quadrupole source, corrected
as in reference 38, is given by (ref. 43)

Oc A.'211 E,,J=l QJV'V AO (9

p (41rrcxco)2 (1 - M cos0)2 (1 - Me cos0)5 (9)

where r is the distance between the source point and the observation point, poo and
cx are the density and the sound speed at infinity, M is the Mach number based on
the mean flow at the source location and the speed of sound at infinity, and A denotes
a circumferential directivity factor that depends on the circumferential observation
angle 4, the location of the sound source within the jet, and the mean-velocity
and temperature profiles of the jet. The term Q,) denotes the relative quadrupole
strengths:

v= qocosA v2 = qosinA A 3 = cos0 (10)

where

I 1 -Mcos0" 2

qo) -cOs20 (11)
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and A is the initial circumferential angle made by the acotic ray associated with
equation (9).

Equation (9) is an eract high-frequenc- result that applies to jets of any cms
section and with any transverse mear-velocity and temperature profiles, but A and
A must be calculated by solving a second-order, ordina differential equation in
the general case. They are, however, given by relathively simple analytic fir s for
off-axis sources at arbitrary locations in a circular jet with arbitrary velocity and
temperature profiles (ref. 43).

The circumferential directivity factor can be used to study te effect of non-
axisymmetric jet velocity and temperature proges in reducing jet noie below
the flight path of a jet aircraft, this reduction being of considernble inere for
technological applications (ret 47). But for the present purpose, it is appropriate to
concentrate on the azimuthal directivity pattern, which is relatively unaffected bY
this factor.

Equation (9) shows that the inverse Doppler factor exponent is increased from
five to seven in the high-frequency limit, since the local mean-flow Mach number and
the turbulence convection Mach number are usually not very different in the regions
of peak turbulence intensity. This taken by itself would cause the high-frequency
sound (like the low-frequency sound) to be more directional than Lighthill's equation
(eq. (8)) would predict. If, however, the quadrupole is assumed to be isotropic
(ref. 40) so that

Q Q = bi 0Q (i,j = 1,2,3) (12)

where 60, is the Kronecker delta, it follows from equations (10) and (11) that

34
i3x Qj 2  (1-AcosO

4 I

This equation more than compensates for the additional two Doppler factors in the
denominator of equation (9) and produces a net azimuthal directivity pattern that
is given by three inverse Doppler factors and results in excellent agreement with the
experimentally observed 1/3-octave directivity patterns.

The interpretation of this result is that the reduced directivity of the high-
frequency sound is due to interference between the various quadrupole components.
The mean-square pressure is now the product of an azimuthal directivity factor and
a circumferential directivity factor that depends only on . It is, of course, highly
unlikely that the actual quadrupoles will precisely satisfy equation (12), but the
analysis strongly suggests that the quadrupole component interference effects can
greatly reduce jet noise directivity.

Sound Generation From Streamwise
Variations in Mean Flow

The formal asymptotic expansion in powers of u'/U can be continued to the third
order. At this stage, interactions between the first-order perturbation solution and
the streamwise variations in the mean flow appear in the source term. (Recall that
the ratio of the cross-stream to streamwise components of the mean-flow velocity
is O(u'/U)2 , while the first-order solution is O(u'/U).) Then by decomposing the
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fus-order solhuuo into its gut and ir-sbtlify-we componens and rakun the
connection between the gcs and fine-grained turblence that we discussed above,
we infer that the sox e term now describes sound generaion becalm of (1) the
fine-ganed tuibukee interacting with strearnoxse variations (ie., spreading) of
the mean fo and (2) the instability w interacting with tbe streamwise mean-
How varialiom To mny , r ewge, the first mechanism has not 3vt been considered
in the Eeraume The second is already accounted for in the first-order analysis if
the s owly varying approximation is used to described the instability waves. This
mechanism has been analyzed in a more ad hoc fashion in refrences 26, 37, 48,
and 49 And in a systematic way in reference 32. However, reference 32 ultimately
concludes that this source is not inportan at subsonic speeds, and this conclusion
is consistent with the findings of refrec 50, in which the phenomenon was studied
experimentally by artificially exciting ajet under conditions that tended to min mize
vortex pairing Unlike reference 35, it was found in reference 50 that the broadband
noie was usually increased rather than suppressed by the external excitation. It
was concluded that the instability wave. while not radiating, noise directly, acted as
a conduit through which energy could be transferred to the small-scale turbulent
motion.

Comparison of Experiment and Theory

Figure 5 is a plot of the sound radiated in 1/3-octave frequency bands at fixed
source frequencies by a high-Reynolds-number turbulent air jet as a function of
azimuthal angle measured from the downstream jet axis (ref. 51). The jet velocity
was 994 ft/sec The data indicated by the open circles coincide with the peak
frequency fp of the jet noise at 900 from the jet axis; this frequency corresponds
to a Strouhal number QD/2xUj of unity. The squares represent low-frequency data
corresponding to one-tenth of this value, and the triangles represent relatively high-
frequency data correspondirg to about three times the peak frequency

Source frequency.

6 10 (=31)

110 - 0 34 (=f,) , ,D

0 ,15 (=4,110) 11

1/3-octave
intemity. dB 90 < (I -

so > ( ~oO -

100 30 60 90 120 150 ISO

Angle from jet axm. 0. deg

Figure 5. Experimental directivity at constant source frequency.

The low-frequency data are more directional than equation (8) would indicate.
This may be because of the effect of the surrounding mean flow, which causes the
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kr-frequency sound to be more concentrated on the downstream et axis. However,
as lready noted. i iis nece s y to make specific assumptions about source ocations,
relative quadrupol strengths. and mean profile shapes before explcit calculations
can be =a& This was, in fba, done " Msni (re. 44)2, who assumed the ound
source to be located on the axis in a slug flow velocity profile to simplify his
calculation. Howeer, this model effeectiely precludes the exceptionally efficient low-
frequewy sources discussed above. Mani also introduced a specific assumption about
the relative quadrupole strengths which he attempted to justi4- at least partially by
evoking an analsis presented in reference 52.

Mani's calculations are compared with data taken from reference 3 in figure 6,
which is a plot of the sound radiated in a 1/3-octave frequency- band at a very
low, constant source Strouhal number of 0.03 for three different jet velocities. The
theoretical curves are adjusted to pass through the data at 60P from the downstream
jet axis rather than at 900, as is usually done when overall sound pressure levels
are not predicted by the theoxy. The agreement appears to be fairly good, but it is
probably necessary to test the sensitivity of the analysis to its numerous assumptions
before definite conclusions can he draw n.

The remaining curves in figure 5 (fp and 3fp) exhibit a zone of silence on
the downstream jet axis, as predicted by the high-frequency solution, and are less
directional outside this zone than equation (8) would indicate. The latter effect
could be the result of the cancellation between the various components of the
quadrupole source that occurs in the high-frequency solution (eq. (9)) when this
source is assumed to be isotropic. Then as we have seen, the 1/3-octave band pressure
fluctuations vary like three inverse Doppler factors.

Figure 7 is a plot of the jet noise radiated in 1/3-octave frequency bands at
constant source frequency as a function of the angle measured from the downstream
jet axis. The measurements, which are indicated by the open symbols, are from
reference 51. They correspond to the peak frequency of the sound radiated at 900
to the jet axis (i.e.. to a source Strouhal number of unity) but are taken at three
different subsonic jet velocities. It is %%orth noting that the Reynolds number is quite
high in these experiments.

The solid curves are obtained by using three inverse Doppler factors for the data
at 90* to the jet axis. The turbulence convection Mach number M is taken to be
0.62 times the jet exit Mach number based on the speed of sound at infinity and is
the value usually recommended by experimentalists. (The dashed curve is the result
of using the five inverse Doppler factors implied by eq. (8).)

Although the agreement between experiment and theory is good, one might feel
somewhat uncomfortable about extending the high-frequency solution to such low
Strouhal numbers. However, reference 45 compared the exact and high-frequency
solutions for fixed quadrupoles in a linear shear flow and found the results to be in
close agreement, even at a Strouhal number of unity. Moreover, the peak frequency

2 Mani's analysis is not restricted to low frequencies, and he did not explicitly take the low-frequency

limit of his r,ault. But he did carry out numerical calculations at a very low frequency, and we consider
only these results.

3 The usual argument is that the sound is unaffected by both source convection and mean-flow effects
at 90*.
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Figure 6. Comparisons of Mani's (ref. 44) analysis with the 1/3-octave
directivity data of Lush (ref. 3) for source Strouhal number flD/2-.U =
0.03.

sound is believed to be generated at the end of the potential core, where the relevant
length scale for computing the Strouhal number is nearer 2D than D. (See fig. 1.)

There are, of course, other effects that might explain the disagreement between
Lighthill's original theory and the high Reynolds number experiments. First, the
decreased directivity at the higher frequencies could be due to the scattering of the
sound by the turbulence, an effect that is certainly more important at the higher
frequencies and that tends to make the sound field less directional. It could also be
due to variations in retarded time across the source (i.e., source-coherence effects),
which were neglected in the point-source models described above and which, for a
fixed source size, would also be more important at the higher frequencies. This
phenomenon was analyzed in references 38 and 53 and it was shown that it tends
to diminish the increased directionality that results from source convection. It is
important, however, to note that these analyses are based on an assumed source
model.

Extensions to More Complex
Turbulent Flows

The results of the preceding section suggest that the lugh-frequency solution may
remain valid at frequencies that are low enough to include the most energetic portion
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F:gure 7. Experimental 1/3-octave directivity data of Olsen and Friedman
(ref. 51) plotted at constant source frequency S1, where SI/2r is equal to
peak frequency of spectrum at 90" from jet axis.

of the jet noise spectrum. This might remain true for other more complex turbulent
flows. We may therefore be able to calculate the sound generated in such flows by
finding the high-frequency solution for a point quadrupole source moving through
the appropriate mean flow. Recently such a solution was obtained for a completely
general mean flow (ref. 54). The final equation in that reference is somewhat formal
in that (1) it involves quantities that depend on the solution of a system of ordinary
differential equations (which must, in general, be obtained numerically), and (2) it
does not explicitly account for the presence of the caustics that, as we have seen, can
occur in the high-frequency limit. However, the caustics can easily be incorporated
into the theory of reference 43, which is explicit enough to provide considerable
information about the high-frequency sound generation in these more complex flows.

Reference 55 "sed the analysis to study the effect of mean-flow divergence on
subsonic jet noise. (See fig. 3.) It showed that even small jet spreading eliminates
the zone of silence that occurs in the axisymmetric parallel-flow model in the sense
that the radiated sound is no longer exponentially small in that region but is merely
greatly reduced because of a strong divergence of the acoustic rays. Unlike the
parallel-flow calculation, these results indicatethat the shallow-angle acoustic field
is nonzero and exhibits a directivity that is independent of frequency in the limit as
w - oo. It is worth noting that the experimental zone of silence directivity pattern
only becomes independent of frequency at very high frequencies
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Supersonic Flows

Up to now our remarks have been confined to subsonic flows, though much of
what has been said also applies to supersonic flows. However, some new phenomena
also come into play with supersonic flows. First, the linear gust solution (eq. (1)) no
longer decays exponentially at large distances from a jet but involves propagating
wave components. These waves probably correspond to the so-called Mach wave
radiation observed in the initial mixing region of supersonic jets in references 56
and 57, for example. They are the leading-edge shock waves (or bow waves) of the
supersonically moving eddies. It is generally agreed that this phenomenon is not
very important at moderate supersonic Mach numbers.

Second, the instability waves can achieve supersonic phase speed and generate
sound directly at very high Mach numbers. But reference 32 argues that the
instability waves in a slowly varying mean flow involve supersonically traveling
components that can radiate significant sound even at moderate supersonic Mach
numbers. This is consistent with the low Reynolds number supersonic jet noise
experiments of references 58 and 59, which imply that the majority of the noise
is generically related to the relatively slow growth and decay of organized wavelike
structures. This behavior seems to persist even at high Reynolds numbers.

Finally, both the fine-grained turbulence and the instability waves can interact
with the shock waves, which can now appear in the flow, to generate noise in a
very efficient manner. This is usually referred to as the "shock-associated noise" (or
shock "screech" if there is feedback to the nozzle lip). Reference 60 suggested that
turbulent eddies can retain their identities long enough to pass through several shock
waves and that the resulting coherence between the noise sources has a dominant
influence on the radiated sound. This is even more true if the sound is generated by
interactions between instability waves and the shock structure (ref. 61).
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Introduction

In this chapter the noise generated by large-scale turbulence structures and
instability waves of jets is discussed. The primary emphasis is on supersonic jets with
moderate to high Reynolds numbers (i.e., NRt > 10). This is because it is in these
jets that unambiguous experimental and theoretical evidence is found indicating
that large turbulence structures and instability waves are directly responsible for
generating the dominant part of the noise For subsonic jets similar large turbulence
structures and instability waves do play a crucial role in the dynamics, spread, and
mixing of the jet fluid. However, at subsonic convection speeds they do not appear
to be efficient noise generators. Many investigators believe that the dominant noise
source of subsonic jets is, in fact, the small-scale turbulence As yet this belief has
not received universal acceptance. The issues involved are complicated and are not
easy to resolve. In order not to divert attention from the main theme, they are left
to the end of the chapter where they are examined in greater detail.

Large Turbulence Structures and

Instability Waves

Experimental Observations of Large Turbulence
Structures and Instability Waves in Jet Flows at
Moderate to High Reynolds Numbers

One of the most sigificant developments in turbulence research in recent years
is the recognition that turbulence in free shear flows is far more coherent and orderly
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than previously believed. In a study of a moderate Reynolds number low-speed jet,
it was discovered that the shear layer could support large, orderly vortical toroidal
structures (ref. J). It was ndependently found in reference 2 that large-scale coherent
vortical structures (see fig. 1) are intrinsic features of two-dimensional turbulent
mixing layers at high Reynolds numbers. Since these pioneering works there have
been many investigations on large structures at various Reynolds numbers, Mach
numbers, densities, and temperature ratios These works provide the foundation of
our present understanding of the dynamics of turbulent free shear flows.

IIm

-. 000
00

I

Sphtter 0
plate

Fgure 1. Large turbulence structures m high Reynolds number two-
dimenszonal mixing layer.

In order to study the space-time evolution of large turbulence structures ii two-
dimensional mixing layers, several researchers (e.g., refs 2 and 3) took high-speed
motion pictures of these flows These pictures reveal that the large structures are
initiated near the trailing edge of the splitter plate, which marks the beginning of
the nuxing layer These structures grow in size as they are convected downstream.
To accommodate this growth the spacing between neighboring structures undergoes
constant changes Every now and then two (or three) of these vortex-like structures
coalesce to form a single large structure. This process, which was observed to occur
more promninently at low to moderate Reynolds numbers (ref 4), is generally referred
to as "vortex pairing" (or tripling). In high Reynolds number flows the pairing
process, once started, is usually completed in a very short time. Contrary to early
expectations, Hernan an( Jinenez (ref. 5), using digital image analysis of a flow
visualization film, found that most of the entraniment of ambient fluid into time
miximg layer takes place during the growth stage of the large vortical structures
and not during pairimng In addition to the pairing phenomenon, it was observed ii
reference 3 that a large structure may abruptly disintegrate in the straining field
of the adjacent large structure (or structures). This process is called "tearing."
Acting together, the mechanisms of vortex pairing and tearing are instrumental ii
randomizing the space-time trajectories of the large turbulence structures. Thus,
although a single large structure may appear as quasi-deterministic, the sumi total of
all the large structures in the mixing layer amalgamating randomly m space and tune
gives the overall phenomenon a stochastic and chaotic character typical of turbulent
flows As far as it is known, the surviving large structures have extremely long
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hifetimes. In all the experiments mentioned above they seemed to persist all the way
to the end of the test sections.

In the case of jets, the circular geometry and the limited length of the potential
more impose severe constraints on the possible geometry and time history of the
large, coherent structures Yule (ref. 6), who carried out extensive visual as well as
conditional hot-wire measurements of these structures in moderate Reynolds number
low-speed jets, suggested that the jet mixing layer be divided into two regions, as
shown in figure 2 In the transitional-flow region closest to the nozzle exit, the shear
layer rolls up into toroidal vortices. These toroidal vortices are the equivalent of
the large vortical structures of the two-dimensional mixing layer described above
The vortices undergo pairing and tearing. Further downstream in the turbulent-
flow region they break up into three-dimensional large turbulent structures These
structures, which are made up of rotational fluid, have highly irregular boundaries
and bear no resemblance to the strongly axisymmetric toroidal vortices. The axial
length of the transitional-flow region where toroidal vortices are found depends on
the Reynolds number. This region shortens as Reynolds number increases. Thus,
for high Reynolds number jets, vortex pairing in the sense of references 2 and 4 is,
in fact, an infrequent event The pairing process, therefore, is not expected to be
dynamically very significant for high Reynolds number jets

t ntialT rb ent

Figure 2 Schematic drawing of large turbulence structures in mixing layer of
round 3et at moderate Reynolds number (Bascd on ref. 6.)

When a jet at a sufficiently high Reynolds number is slightly excited by upstream
tones or other external means, it has been observed (refs. 7 to 13) that, unlike
natural jets, the large turbulence structures in the mixing layer of the jets are more
orderly and azimuthally correlated Under excitation these large structures (an be
found throughout the entire potential core of the jet and in the region iumnediately
downstream A conditional sampling technique was used in reference 14 to study
both the naturally occurring large turbulence structures in an unexcited jet and
the phase-locked large turbulence structures in a siiusoidally excited jet. Upon
comparison of the characteristics of the educed natural structures and the induced
structures, excellent agreements were found. The implication appears to be that on
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a statistical-average basis the natural large turbulence structures of a jet are nearly
as coherent and orderly as those in a forced jet, although instantaneously they might
appear to be quite disorganized.

In recent years numerous experiments have been carried out to investigate the
space-time evolution and fine details of the large turbulence structures in low-speed
free shear flows. The amount of literature on this subject has grown so much that
it has become, more or less, an entire research area by itself. Herein only the salient
features of these structures that are directly relevant to jet noise generation are
discussed. Readers who wish to pursue the subject of large structures in low Mach
number flows beyond this brief discussion should consult sonic of the more in-depth
review articles (refs. 15 to 20)

For high subsonic and supersonic axisymmetric jets, visual observations of
possible coherent flow structures have been carried out over an extended period
of time (refs. 21 to 28). These observations have provided clear-cut evidence of
the existence of similar large turbulence structures in time mixing layers of these
jets More recently, a systematic visual study of these structures in axisymnietric
supersonic jets was presented in reference 29. At Reynolds numbers exceeding 106,
the naturally occurring large structures are not as well organized and are, therefore,
(ifficult to observe To enhance their visibility a low-level acoustic excitation of
the jet upstream of the nozzle exit was introduced The level of excitation was
kept low enough so that no detectable modification of the mean flow was measured
Figure 3 is a sequence of ensemble-averaged photographs taken from reference 29.
The large-scale structures in the mixing layer of the supersonic jet can clearly be
seen The strobiig light was triggered at different phase or time delays relative to
the excitation signal, and thus the downstream movement of the large structures was
recorded (indicated by an arrow). A shock cell structure inside the jet is also evident
in these pictures, aii indication the jet is not perfectly expanded. Thus the visual
observations in reference 29 provide unambiguous evidence that large turbulence
structures exist in shock-containing high Reynolds number supersonic jets as well.

Quantitative information on the dynamic and space-time properties of the large
turbulence structures in high-speed flows is difficult to obtain because of the well-
known hot-wire breakage problem To avoid this inherent difficulty, a very detailed
sequence of experimental studies (refs 30 to 32) was performed ii a low-density
supersonic jet facility. It was fouid that for low Reynolds number supersonic jets,
the large-scale structures took the form of instability waves of discrete frequencies.
These waves were coherent over an axial histauce of several jet diameters. In addition,
these large-scale instability waves generated aii intense acoustic field which extended
from the jet all the way to tile boundary of the aiechoic jet flow facility. To
assess the effects of Reynolds number, time earlier experimnent was repeated at a
moderately high Reynolds number (ref 33). It was found that the unsteady motion
of the supersonic jet was dominated by a baud of large-scale instability waves. The
characteristics of these instability waves were similar to those of the low Reynolds
number experiments Furthermore, at moderate Reynolds numbers the acoistic
field associated with the large-scale instability waves also dominated the total noise
field of time jet. The near-field noise contours and the far-field noise directivity and
spectral characteristics of these jets were carefuilly compared with those at high
Reynolds number in references 33 and 34. Remarkable resemblance was found The
findings suggest that, at least in a statistical-average sense, tile large-scale turbulence
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(a) =0o (b) = 600.

(c) €=120 *. (d)q€=180.

(e) 4 = 240'.

Figure 3. Ensemble. averaged photographs of large-scale structures in high
Reynolds number supersonic jet under low-level excitation at various phase
angles 0 relative to triggering signal. Arrow indicates position of same
large structure turbulence as function of time. Excitation Strouhal number
= 0.4; M = 1.37. (From ref. 29.)

structures in high Reynolds number supersonic jets most probably have dynamic
characteristics similar to those of the large-scale instability waves observed at low
and moderate Reynolds numbers.

Models of Large Turbulence Structures
in Free Shear Layers

During the last 15 years many attempts have been made to develop ways to
calculate or predict the dynamic behavior of the large turbulence structures in
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free shear layers. Because of the great complexity of turbulent flow it becomes
immediately clear that a complete deterministic approach to the problem by solving
the full Navier-Stokes equation is both difficult and fruitless. A good deal of the past
effort was, therefore, devoted to modeling or simulating the main features of the large
structures. Most of these works can be classified into one of the following categories:
discrete vortex models, discrete wave models, direct numerical simulations (with
small-scale turbulence closure), and stochastic wave models.

Discrete Vortex Model

Shadowgraphic observations of two-dimensional mixing layers (e.g., ref. 2) reveal
that the large turbulence structures appear to take the form of two-dimensional
vortices. This motivated a number of investigators to model the large structures
by vortices (refs. 35 to 38). It was reported in references 35 and 38 that if discrete
line vortices were used to simulate the mixing layer, then the model-produced flow
entities would not be corsistent with experimental observations. Vorticity elements
of finite sizes were needed in the model if many of the prominent features of the
large structures were to be reproduced. For axisymmetric jets, with the same line
of reasoning, vortex rings were used in references 39 and 40 to model the large
structures. However, unlike two-dimensional mixing layers, the large structures in
jets do not persist beyond the potential core. To simulate this fact, the vortices in
reference 40 were artificially forced to decay once they had travelled a certain distance
downstream from the nozzle lip. The location and the rate of decay were determined
so that tile calculated near pressure field fit closely to that of the measurements of
reference 41. Unfortunately empiricism of this kind compromises any real value of
such models. Aside from this, vortex-ring models suffer two other major drawbacks
Because of their restricted geometry and the requirements of conservation of vorticity,
they cannot readily simulate helical and other nonaxisymmetric large-scale motions
of the jet flow. Moreover, for supersonic jets they appear to be inappropriate.

Discrete Wave Model

ftee shear layers with inflection point velocity profiles are known to be intrin-
sically unstable. These instability waves have wavelengths which scale according
to the mixing layer thickness consistent with the observed length scale of the large
turbulence structures. Several researchers (refs. 20, 23, and 42 to 48) modeled the
large turbulence structures in jets, mixing layers, and wakes by the intrinsic insta-
bility waves of the flows. In most of these works a single-frequency wave was used.
As such they are more appropriate as models for excited large structures. The ex-
cited large structures are more or less completely determiiistic. In references 20,
47, and 48, ample experimental evidence is provided to show that the single in-
stability wave model can indeed offer an excellent quantitative description of tile
excited large structures. Use of discrete waves to model naturally occurring large
turbulence structures is another matter. Since natural large turbulence structures
have characteristics which are random while discrete instability waves are completely
deterministic, an obvious problem arises in the interpretation of such models. The
discrete wave models are meaningful only if they are used to represent the statistical
mean value of the natural large structures. Even in this context the spectral repre-
sentation is definitely incorrect. The best that can be done is to pick the frequency of
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the instability wave to coincide with the dominant frequncy of the large gructurt.
This approximation is icasonable provided the natur;ly occurring large ructures
arc confined to a relatihely narrow frequency- band.

Direct Numerical Simulation

A very attractive way to model the large turbulence structures is to perform
direct numerical simulations. Such a direct simulation of a two-dimensional mixing
layer was performed in reference 49 by solving the three-dimensional Xaier-Stoes
equation. However, because of computer storage limitations, spatially periodic
boundary conditions in both the streamrwise and spanwise directions had to be
imposed. That is, growth of the-mixing layer was partly suppressed in the calculation.
For axisymmetric jets, a computer code capable of calculating the large-scale
instability waves in subsonic jets was developed in references 50 and 51. In this
code measured mean velocity profiles of the jet are a part of the input. Three-
dimensional flow structures are, however, not simulated by the code. Only the
linearized axisymmetric small-amplitude inviscid disturbances are calculated. The
direct simulation model of reference 51 exhibited a very interesting vortex shedding
phenomenon. Although at the present time no useful information related to jet
noise generation has been obtained through direct simulation of the large turbulence
structures, future development may yet prove this to be a very fruitful approach.

Stochastic lWaue Model

For the purpose of modeling naturally occurring large turbulence structures in
both subsonic and supersonic flows, a relatively well-developed stochastic wave model
is currently available. This model has been applied to the study of these structures
in two-dimensional mixing layers and subsonic jets in references 52 to 54 and in
supersonic jets for broadband shock associated noise calculations in reference 55.
The calculated results in each of these instances agree favorably with experimental
measurements. Compared with the discrete vortex model and the direct numerical
simulation, the stochastic wave model appears to be the most successful up to this
time. In view of its importance in shock-associated noise theory, the physics and
formulation of this model are now briefly examined.

In the shear layer of a jet or in a two-dimensional mixing layer, the thickness
and other statistics of turbulence dynamics change very slowly in the downstream
direction. If these slow changes are neglected, then the turbulence statistics are
invariant to translation in the flow direction. In other words, statistically the flow
is nearly unchanged in the downstream direction. That this is true implies tle
flow is, at least, locally in a state of dynamic equilibrium. According to statistical
mechanics for a system which is in dynamic equilibrium, the large-scale fluctuations
(the large turbulence structures in the present consideration) can be represented by
a superposition of the normal modes of the system. For jet flows or two-dimensional
mixing layers, the normal modes are the instability wave modes (damped waves
included). Thus it is statistically meaningful to represent the large turbulence
structuires by a superposition of the instability wave modes. The amplitudes of
the instability wave modes are unknown. Since the large turbulence structures are
random in space and time the amplitudes are, therefore, taken to be stochastic
random functions.
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laStabiliy 994e r-OIUtiD= Or Modes in a s&gbtlY diw et BlOW haeC been
constructed and studies! in elnfaes; 56 to V2 usi2g the method Of multiple sMClS.
(See ref G&.) r supersomi k06s the fact ihat the problem has two intrnsc length
scales was used! in reference V2- One scale is hipiee ty the jet. diameter. -he other
scale characterizes the slow variation of the mean flow in the downstream direction
and is given by the potential care length of the jet. The ratio of the two scales c is a
very small number. Suppose (rhx) are the cylindrical coordinates of a coordinate
system centered at the nozzl eit of the supersonic jet. The x-axis is chosen to
coinicide with the direction of flow. W~ecan now take adantage of the existence of the
small parameter 4e to introduce a slow vriable s = tx in a multiple-scales exp~zrsion.
Let pt(r. Ox, ) and -1 (r~, , t) be the pressure andmvlocity fluctuations associated
with the large turbulence structures According to the stochastic wave model they
can be represented b) a superposition of normal modes in the form

L I z-o t" Q)(rA .d, j XX 1) ~' 00 M rs(1)

In equation (1), en(sw.) is the slowly varying phase function which is related to
the local eigerrvalue or wave number a. of the inviscid On-Sommerfed or Rayleigh
equation by

0. s, w) jan(s,-) ds 02

and P.r--w and ~'(,,)are the corresponding cigenfunctiorrs. In particular,
j4rs,w.) satisfies the equation

02. [I L p I+ 2a 0&0 au ~i)2  n 2 C21
+- r POr (w -anfii) 07 r J . (3)

where iifr, s), ;5(r, s), and Z(r, s) are the mean velocity, density, and speed of sound.
The amplitude aa(w) of equation (1) is a stochastic random function. hireference 52,
for two-dimensional mixing layers a similarity argument is used to determine its
stochastic properties. Here, in the initial mixing layer of the jet, self-similarity
applies and so a similar argument holds. The similarity argument suggests that
the instability wave modes of the large turbulence structures may be regarded as
having been initiated by excitation that has no intrinsic characteristic length and
time scales, namely, white noise, Thi6 condition leadsto the following stochastic

(a(~. Db(w +(4)

where 6 ,g. is the Kronecker delta, Rj is the fully expanded jet radius, and(
indicates ensemble average.

Equations (1) to (4) provide a complete stochastic description of the large
turbulence structures in a jet. Clearly the characteristics of the large structures are
directly related to the instability waves of the mean flow through the eigenfunctions
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j% and f. and igem-alues a.. Because of this, in the rest of this chapter the terms
-lasge tmbulence structure and instability wavesP are used interchangeably !o
rekr to the same pljsia entities. This stochasti model may be used to calculate
the second-od~~sat~sti such as Reynolds stresses and root-mean-squared pressure

and velocity fluctuations assoiated with the large structures as in references 52 to
5. In a subsequent section this stochastic model is applied to the compuation of
the oise spectrum and diretiv-ity of broadband shock-assocated noise of supersonic

Introduction to Jet Noise Generated by
Iustility Waves

Prior to and at about the same time as the discovery of large turbulence structures
in free shear flows, a number of investigators (refs. 22 to 24, 42, 45, and 64 to 66)
suggested that instability waves might play an important role in the generation of
jet noise. However, some of the suggestions were mere intuition and speculation
with little experimental or theoretical support. Among these early works the
first successful theory of noise generated by instability waves was developed in an
investigation of the strong directional acoustic radiation emitted from the shear layer
close to the nozzle exit of supersonic jets. (See fig. 4; also see ref. 22.) The theory
was subsequently extended to be applicable to lower Strouhal number instability
waves (ref. 24). This reference also provided further and more complete experimental
verification of the calculated results. One of the goals of these early works was to
predict the observed acoustic radiation pattern by seeking appropriate solutions of
the equations of motion of compressible flows. The theory is self-contained without
requiring external theoretical or empirical input. As such it represents a radical
departure from the then prevalent acoustic analogy theory of references 67 to 70.
In the acoustic analogy theory the source terms are regarded as known, making it
dependent on separate theoretical calculations or experimental measurements for the
provision of these quantities. In addition to identifying instability waves as a noise
source, the mathematical analysis of these early works provides a finei basis for the
subsequent development of a more comprehensive mathematical theory of supersonic
jet noise.

Figure 4 (see ref. 22) and shadowgraphs taken of the sound field pattern of
supersonic jets (refs. 21, 24, and 71) show that strong directional acoustic waves
are emitted from the shear layer close to the nozzle exit. On the shadowgraphs,
these waves appear more or less as parallel straight lines radiating in the downstream
direction. In a rather puzzling manner they exist only in a limited region downstream
of the nozzle. They are never found beyond a certain acute angle measured from the
jet boundary. It is suggested (ref. 22) that this complex directional acoustic wave
pattern was generated by the instability waves in the mixing layer of the jet. Through
use of a simple top-hat velocity profile to model the jet flow, it was shown that
the spatially amplifying Kelvin-Helmholtz instability waves possessed near acoustic
fields which exhibited features identical to those of figure 4. Numerical results on
the geometry of the wave pattern computed in references 22 and 24 were found to
agree very favorably with experimental measurements for nitrogen as well as helium
supersonic jets. In addition, the theory predicted that the parallel wave fronts in
the near field propagated with a speed less than the ambient speed of sound. This
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Figure 41. Directional acoustic radiation from supersonic jet generated by
instability waves. Helium jet with reservoir pressure of 5..7 psia. (From
ref[ 22.)

totally unexpected result was confirmed by the measurements in reference 24. The
predicted velocities agreed closely with the measured values over a substantial range
of supersonic Machn numbers.

Characteristics of Supersonic Jet Noise

Unless a supersonic jet issuing from a convergent-divergent nozzle is operated very
close to the nozzle design condition, its noise spectrum invariably consists of discrete
and broadband components. (See fig. 5, which is based onl ref. 72.) The discrete
components are generally referred to as screech tones. For imperfectly expanded
supersonic jets with rather strong shock cells, tihe screech toile is often accompanied
by its harmonics, In some cases, such as underexpanded jets from convergent nozzles,
as many as four harmonics have been observed. Tihe screech component disappears
when tihe jet is perfectly expanded. For perfectly expanded jets the noise spectrum
is made tip of a broad, smooth peak as illustrated by the lower spectra of figure 5.
This broadband noise component is generated by the turbulence in tile mixing layer
of the jet. For this reason it is called the turbulent mixing noise. If the ratio
of reservoir to ambient pressure of the jet is changed so that the jet is operating
in anl off-design condition, then experiments show that additional broadband noise
would be emitted. This noise component, which owes its origin to the presence of
a quasi-periodic shock cell structure inside tile jet plume, is known as broadband
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Figure 5. Narrow-band noZse spectra of supersonc jet for fully expanded Mach
numbers M) of 1.49 and 1.67 and for jet inlet angles tP of 30' to 120'.
Nozzle design Mach number Md = 1.5. (Based on ref. 72.)

shock-associated noise, or simply shock-associated noise. The dominant part of the
broadband shock-associated noise is comprised of a spectral peak with a relatively
narrow half-width. (See fig. 5.) One of the most peculiar characteristics of broadband
shock-associated noise is that the frequency of the spectral peak is a function of
the direction of radiation. The spectral peak frequency is lowest near the jet inlet
direction and increases monotonically towards the jet flow direction. Recently, after
a careful examination of all available narrow-band shock-associated noise spectra,
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it was pointed out that the fundamental screech tone frequency is always smaller
than the frequencies of broadband shock-associated-noise (ref. 73). As a matter of
fact, the screech tone frequency is a very reliable indicator of the lower bound of
the broadband shock-associated noise spectrum. We now briefly examine some of
the most prominent directional and spectral characteristics of turbulent mixing noise,
broadband shock-associated noise, and screech tones of axisymmetric supersonic jets.

Turbulent Mixing Noise

Good quality noise measurements of perfectly expanded high Reynolds number
supersonic jets are available in references 72 and 74 to 77. These studies indicate
clearly that turbulent mixing noise is highly directional. Figure 6(a) shows a typical
directional distribution of the SPL of turbulent mixing noise for cold supersonic jets
(ratio of jet temperature to ambient temperature T,/To of 0.73). As shown, the
predominant part of the noise is radiated in the downstream direction. The peak
value is about 25' from the jet flow direction. This maximum directivity angle 0
varies as a function of Mach number and jet temperature. Normally for jets with
fully expanded Mach number A less than 2.0, 0 is between 250 to 45' . Figure 6(b)
shows the noise directivity for a hot jet with temperature ratio T/To of 2.27 and the
same fully expanded jet Mach number as in figure 6(a). In this case the jet velocity
is higher and the SPL becomes even more directional.

As has been pointed out, the power spectrum of turbulent mixing noise of
supersonic jets is characterized by a smooth broad peak. Figure 7 shows a typical
noise power spectrum for a cold supersonic jet from reference 74. To the left of
the spectral peak it was found that the spectral density varies as the square of the
frequency (refs. 74 and 75). On the other hand, in the mid-frequency range to
the right of the spectral peak, the spectral density decreases as the inverse of the
frequency. At still higher frequencies the noise spectral density drops off rather
abruptly. This dependence of the noise power spectrum on frequency was also
observed in the peak noise radiation direction (ref. 78). The variation of the noise
spectral distribution as a function of jet temperature was presented in reference 76.
Generalls speaking, for supersonic jets, as the jet temperature increases and the
jet velocity stays the same, there is a reduction in the radiated noise across all
frequencies However, the reduction in ligh-frequency noise is significantly more
dramatic.

Another way of seeing that turbulent mixing noise is highly directional is to
examine the near acoustic field of the jet. Figure 8 is a near-field noise contour
plot from reference 74. This figure represents a plane passing through the centerline
of the jet. The x-axis is in the direction of the jet flow and the r-axis points in
the radial direction. The value x = 0 is at the nozzle exit. Plotted in this figure
are contours of equal 1/3-octave-band noise at a center frequency of 10 kHz. This
frequency corresponds closely to the broad peak of the noise power spectrum of
figure 7. In the lower part of figure 8 the space with no contour curves is occupied
by the jet flow. It is evident that the contours in this figure form a highly directional
lobe pointing in a direction approximately 300 from the x-axis. This implies that
for this jet the direction of maximum noise radiation at a 10-kHz frequency makes
an angle of about 30' with the jet axis. This is consistent with far-field noise
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Figure 6. Dtrecttvity of overall sound pressure level. M, = 1.372. (From
part 11 of ref. 76.)

measurements. (See ref. 74.) A large body of near-field noise measurements of this
kind can be found in references 74 and 77. An examination of these data reveals
that at low frequencies the near-field 1/3-octave-band noise contours do not exhibit
a prominent lobe as in figure 8. Instead they form flat curves more or less parallel
to the jet flow boundary. (See the 138-dB contour of fig. 8.) This contour pattern
suggests that the peak noise radiation directions at these frequencies are below the
direction of the jet boundary; that is, they are very close to the jet axis. At very high
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frequencies the near-field noise contours display an entirely different pattern. They
are roughly in the form of concentric circles. This means that the high-frequency
noise radiation is more or less uniform in all directions.

Broadband Shock-Associated Noise

Broadband shock-associated noise possesses many characteristics which are dis-
tinctly different from those of turbulent mixing noise. For instance, as noted before,
turbulent mixing noise is most intense in the downstream direction and peaks around
0 = 30', where 0 is the polar angle measured from the jet flow direction. Broad-
band shock-associated noise, on the other hand, is most prominent in the forward
arc or upstream direction. Figure 6(a) shows the directivity of the overall SPL of a
fully expanded jet at a Mach number of 1.37 and a temperature ratio of 0.73 (from
ref. 76). The jet is practically shock-free so that this is the directivity of turbulent
mixing noise. Also plotted in this figure is the directivity of overall SPL of an under-
expanded supersonic jet with the same fully expanded Mach number and jet oper-
ating conditions. The noise from this underexpanded jet contains both turbulent
mixing noise and broadband shock-associated noise. The differences in these two
directivities, therefore, would provide a good estimate of the distribution of shock-
associated noise. It is clear from this figure that shock-associated noise is important
mainly in the forward direction of the jet. Figure 6(b) shows a similar directivity
plot for a hot jet with a temperature ratio of 2.27. Although quantitatively shock-
associated noise appears to be relatively less intense for hot jets, it still predominates
in tile forward arc A somewhat different way of showing that the importance of
shock-associated noise is confined primarily to the forward directions of the jet is
to compare the overall SPL's between perfectly expanded and imperfectly expanded
supersonic jets at different observation angles as the velocity of the jet increases
from subsonic to supersonic. Data of this kind were presented in reference 76 and
are shown in figure 9. Figure 9(a) shows that in tile downstream direction tile noise
from a perfectly expanded jet and that from an underexpanded jet are nearly identi-
cal. In other words, shock-associated noise makes no significant contribution to tile
overall noise level in this downstream direction. On the other hand, figures 9(b) and
9(c) indicate clearly that at 900 and in tile forward arc, the underexpanded jet is
noisier Broadband shock-associated noise is responsible for tile difference in radiated
sound pressure levels. The fact that shock-associated noise call be easily identified
in the forwaid arc does not mean that there is no broadband shock-associated noise
in the downstream direction. Indeed, by analyzing the noise data carefully it is not
difficult to identify the presence of this noise component in all directions. It is, how-
ever, a weaker contributor to the overall noise in tihe downstream direction than the
turbulent mixing noise and hence is not as important.

For a given far-field direction, the dominant part of broadband shock-associated
noise is always concentrated in a relatively narrow frequency band compared with,
say, turbulent mixing noise. The noise spectrum consists essentially of a dominant
characteristic peak, as illustrated in figure 5. A careful examination of tile measured
data, however, reveals that the noise spectrum actually contains one or more
secondary peaks. For instance, a secondary peak centered at approximately 10 kHz
call be easily identified in figure 5 for the 0 = 90* spectrum. In reference 73
some spectra of broadband shock-associated noise with very well-defined secondary
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peaks are provided. One distinct characteristic of broadband shock-associated noise,
first identified in reference 79, is that the peak frequency of the noise spectrum
is a function of the observation angle. This can readily be seen in figure 5. The
peak frequency decreases as the angle of observation increases toward the forward
direction. Recently it was pointed out in reference 73 that the half-width of the
dominant peak was also a function of the direction of radiation. The half-width
decreases as the radiation direction approaches the inlet direction of the supersonic
jet.

Instead of relying on a comparison of the far-field noise intensities of a perfectly
expanded jet with those of a similar imperfectly expanded jet to show that broadband
shock-associated noise and turbulent mixing noise are indeed two different supersonic
jet noise components, it is possible to achieve the same goal by studying only the
near-field sound pressure distribution of a shock-containing jet. Figure 10 shows a
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Figure 10. Near-field 1/3-octave-band sound-pressure-level contours of Mach
1.50 supersonic jet at 20-kHz center frequency. M1 = 1.67. (From ref. 74.)

sound-pressure-level contour map of an underexpanded jet from reference 74. The
fully expanded Mach number of the jet is 1.67 and the nozzle design Mach number
is 1.50. In this figure it is easy to see that the contours form a pattern dominated by
two distinct lobes. One lobe points in the downstream direction at approximately
30' to the jet axis, while the other lobe points upstream at approximately 80' to the
jet inlet direction. The downstream-pointing lobe is very similar to that of figure 8.
Clearly it is associated with the turbulent mixing noise of the jet. The upstream-
pointing lobe does not exist for a perfectly expanded jet. It is associated with
the broadband shock-associated noise of the jet. On examining near-field sound-
pressure-level contour maps at different 1/3-octave-band center frequencies, it is
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found that the direction of this lobe changes with frequency. For low-frequency
noise the direction of this lobe makes a small angle with the jet inlet direction. As
the frequency increases this angle increases also. This variation of the direction of
noise radiation with frequency is consistent with the far-field narrow-band spectral
and directional measurements shown in figure 5. For that figure it was found that the
peak frequency is a function of the direction of radiation, with the lowest frequency
component radiating in the jet inlet direction. It is interesting to point out that
at a sufficiently high frequency the near-field sound-pressure-level contours exhibit
secondary lobes. The weak secondary lobe is the counterpart of the first secondary
peak of the sound power spectrum discussed previously. The secondary lobes in the
near-field sound-pressure-level contour maps and the secondary peaks in the sound
power spectra are some of the many fine, distinctive features of broadband shock-
associated noise. This is in sharp contrast to the turbulent mixing noise, which is
almost totally devoid of any similar structural characteristics.

When a supersonic jet from a convergent-divergent nozzle is operated at the
design pressure ratio, the jet is shock free and hence the radiated sound is entirely
turbulent mixing noise. If the pressure ratio of the jet is changed, a quasi-periodic
shock cell structure forms in the jet. This is so regardless of whether the jet is
overexpanded or underexpanded. In both cases shock-associated noise is produced,
increasing the SPL radiated forward. Tile level of shock-associated noise is naturally
a function of the fully expanded jet Mach number Mj. The dependence of shock-
associated SPL on M, is illustrated in figure 11. This figure shows the measured
overall SPL at a 150' angle to the jet axis as a function of jet Mach number obtained
with a convergent-divergent nozzle with design Mach number of 1.5 (ref. 80). At the
design Mach number, there is no shock-associated noise and the curve attains a local
minimum. This is denoted in the figure by point A. With decreasing Mach number
the overall noise level increases, following the curve AC. This occurs even though the
level of the turbulent mixing noise, given by the curve of the solid symbols, decreases.
The reason for the increase in overall noise level is that as the operating Mach number
deviates more and more from the design Mach number, the shock cell strength
increases very rapidly and gixes rise to intense shock-associated noise. At point C
the mismatch between the pressure at the jet nozzle exit and the ambient pressure
is so large that the oblique shocks of the jet can no longer form a quasi-periodic
shock cell structure. A Mach disk forms near the end of the first shock cell This
in turn reduces the shock cell strength farther downstream. As a result the level of
shock-associated noise is reduced. If the jet is operated in the underexpanded mode,
the overall noise level follows the curve AB as the operating fully expanded Mach
number increases. Poihnt B, at which the curve reaches the peak value, corresponds
approximately again to the condition for tile appearance of a Mach disk in the jet.
Beyond this point the shock structure is highly complicated, with mixed subsonic

and supersonic flows. Qualitatively figure 11 is typical of all overall noise level curves
for an observation angle 0 in the forward direction. The dip in the noise level curve
at tie nozzle design point A is, of course, a strong function of 0. This is illustrated
in figure 12. The data are taken from tile measurements of reference 81. The design
Mach number of the convergent-divergent nozzle used in this series of experiments
is 1.67. Figure 12(c) indicates that the characteristic dip at the nozzle design Mach
number can be seen even at rear arc angles as small as 0 = 600.
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Screech Tones

The flow and acoustic fields associated with the jet screech phenomenon are
highly complicated and sensitive to the presence of reflecting surfaces in the vicinity
of the jet. For simplicity, it is assumed throughout this chapter that such surfaces are
absent in the near field of the jet. Extensive visual observations (e.g., refs. 82 and 83)
of the motion of screeching jets indicate that during a screech cycle the jet undergoes
principally two types of large-scale motion. These motions are associated with the
propagation of toroidal and helical mode disturbances along the jet column. More
recent observations (refs. 84 and 85), however, reveal that the left- and right-hand
helical disturbances are usually excited simultaneously so that the overall motion
of the jet is, in fact, a flapping mode. The flapping motion is highly reproducible
relative to the flapping plane. The orientation of the flapping plane, however, can
change over a period of time even in the same experimental facility. At about three
to five shock cells downstream of the nozzle exit, strong acoustic waves are generated.
These waves propagate outside the jet flow predominantly in the upstream direction,
as shown in figure 13 (from ref. 86). Screech tone radiation being strongest in the
upstream direction has been confirmed by acoustic far-field measurements.

It has been reported by a number of investigators (e g., refs. 87 to 91), who
studied the screech phenomenon using axisymmetric sonic nozzles, that the jets
exhibit a staging behavior. As the operating pressure ratio of the jet is increased,
the screech frequency decreases so that the acoustic wavelength increases. When
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(a) 0O. (b) z2.

Figure 13. Sequence of plzose-overaged sehieren recorrlstshowing hrlical
screech mode for jMd = 2.00 nozzle operating overexpanded at
A!, = 1.58. f, 2810 liz. (From ref. 86.)

the wavelength reaches a certain critical value, a sudden jump in thc waveleiigtht
occurs. This dijscontinuous chiange ;in the acoustic wrvelength, and hence in] the
screech frequency, is not an isolated event hut repeats itself as the pressure ratio
Keeps increasing. As many as five su~ch separate transitions have been identified. in
refercnce 92, the measured data of the previous investigators wcre combined into
figure 14(a) and the five stages (or modes) wcrc labelled as A,, A2, B, C. and
D The measured wavelengths fromt differenit investigators are not identical hut are
sufficiently close for mnodal idenitification. Figure 14(b) shows the Al, A2, B, and
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Figure 14. Wavelength variations of different screech stages. (From ref. 92.)
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C modes measured for a thick-lipped nozzle. Not all five modes ucre identified in
each experfint. However, over the range of the fully expanded jet Mach nmbers
shown, at least two modes of screech existed at a given pressure ratio. In addition
to the bask five modes, harmonis of the fundamental frequency of each mode were
present whenever the amplitude of the fundamental was sufficiently large.

When transition from one screech mode to the other takes place. the new screech
condition is sometimes not stable. References 83, 90, and 92 reported jet screech
switching back and forth from one mode to the other every few seconds. This mode
switching phenomenon could, however, be stabilized by placing a reflection surface
nearb'. Perhaps because of this. the mode transition points were never found to be
identical by different experimenters. Apparently for -ets issuing from convergent-
divergent nozzles, mode switching of screech tones occurs only infrequently. O, the
other hand, even for relatively stable screech tones some unsteadiness in the acoustic
wrave amplitude is often inevitable. Real-time screech amplitude measurements
(ref. 84) provide the best illustration of this type of unsteadiness. Instead of having
a constant amplitude, the measurements show a nearly quasi-periodic amplitude
modulation. Sometimes the amplitude modulation is quite large so that the screech
tone arrives at an observer almost in bursts.

The staging of screech tones appears to be unique to sonic nozzles. Supersonic
jets from convergent-divergent nozzles do not show similar behavior (refs. 83 and
85). Figure 15(a) shows the screech wavelengths as a function of fully expanded
jet Mach number Mj for a supersonic jet issued from an axisymmetric convergent-
divergent nozzle with a design Mach number of 1.41 (ref. 85). Figure 15(b) shows
the corresponding sound pressure levels of the screech tosses in tile nozzle lip region
of the jet. When the jet is operating in the overexpaided condition. the screech is
generated by toroidal disturbances in the jet flow. When the jet is underexpanded.
the lw,,cal mode screech dominates. For a jet operating at a Mach number close to
the nozzle design value the screech tones are weak and both the toroidal and helical
mode distdrbanices are detected. The reason for the change from toroidal to helical
mode screech as the jet Mach number increases is sot clear. Most probably it is
related to tle changes in both the shock cell structure iside the jet pluine and tle
instability characteristics of the jet. Unlike the sonic nozzle case. even though several

lodes call be observed at a given value of ,1J. only one dominates within a range
of Mj.

Over the years a large collection of the dominant screech- tone frequecies fs
of supersonic jets from convergeut-divergent nozzles and from sonic nozzles have
beess measured. Since the screech tones are generated while the jet is operated at
an off-desig condition, the nozzle exit diameter D is not tile best length scale for
correlating these data. It is pointed out in reference 81 that tlse fully expanded jet
diameter D.. obtained by imposing the condition of conservation of isass flux, is
the more appropriate length scale for shock cell structure and hence screech tone
considerations. The Dj valuie is related to D by

D= + [(-y- I)M 1 //2]
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Figure 15. Screech modes of axisymmetric supersonic jet from convergent-
divergent nozzle with design Mach number of 1.41. (From ref. 85.)
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where Md and Mj are the nozzle design and fully expanded jet Mach numbers and -
is the ratio of specific heats of the gas. Threugh use of Dj and the fully expanded jet
velocity uj, it was found that there is a reasonable collapse of the measured screech
tone Strouhal number fDj/uj as a function of AMj. Figure 16 shows such a nearly
universal curve for cold jets. The experimental measurements are from references 83,
85, 87, 90, 93, and 94. In this figure only the helical screech mode Strouhal numbers
are included.

X Md =1 0)

Screch tone frequencies E = Ref. 94
\ calculated %ith eq (43) 0 31d = 2.0 (ref. 83)

\ \ O Mode B (ref. 90)
f 8.4 U' Ref 87

o Ref.853d

-, Theoretical valuesre

uj based on hydro- U. &

2 d} namie ins tability Mode calculations

waxe alcuhions -.- f ...-

0 I I R I

I0 12 it 16 18 20 22 21

Figure 16. Stiouhal number of dominant screech tone versus fully expanded
jet Mach number for cold jets.

Detailed far-field dlirectivities of screech tones and their harmonics have been
mneasuiredl in reference 92 Figuire 17 shows a typical directivity pattern for the
first fotur harmonics. The harmonics are produced by nonlinear effects. Two
typ~es of nionlinearities are involved. The first is the source lionlinearity. This is
the nonlinearity of thc dlownstreamn-propagating large-scale disturbances (instability
waves) inside the jet plume which generate the screech tones in the first place.
The second is the nonlinear propagation effect. This is suntlar to the sonic boom
phenomenon. Because the screech intensity is fairly high, different parts of the
acoustic wave which form the tone would propagate with slightly different speeds.The nonuniformity in the propagation velocity arises from the slight change in

sound speel because of compression or rarefaction and the fltuid particle velocit.y.
Tins nonuniformity cauises the waveform to become distorted ,as the acoustic wavesprofagate away from the jet. The distortion of the waveform creates higher
harnmonics at the expense of the fudamental Thus higher harmonics can be
observed in t e far field even if only the findaiental screech tone is generated
by te jet. In fig9re 17 all the harmonies show a peak direction ipentical to that of
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Figure 17. Far-field directivity of stage C screech at All 1.49. Jet exhausts

to right fromt sonic nozzle. (From ref. 92.)
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the fundamental in the upstream direction. This coincidence suggests that nonlinear
propagation effects or distortion of the fundamental waveform may be the cause
of the higher harmonics in this particular direction. In figure 17(b) the second
harmonic shows another strong radiation at approximately 90* from the jet flow.
In this direction there is almost a complete absence of the fundamental component.
Because of this, it is believed that the second harmonic in this direction is produced
by the nonlinearity of the noise source. Similar consideration suggests that the two
weaker radiations of the third harmonic of figure 17(c) are also generated by nonlinear
source effects while the weak radiation of the fourth harmonic may be because of
nonlinear propagation effects associated with the second harmonic. At this time the
relative importance of nonlinearity in the noise source versus nonlinear propagation
effects in the generation of higher screech" harmonics is still not fully understood.

The directivity of screech tones is not always axisymmetric, although it is
normally so. When the jet screech phenomenon is associated with the flapping
motion of the jet, the directivity is three-dimensional. This three-dimensional
radiation pattern has been demonstrated recently in reference 84. In this reference a
circular array of microphones was mounted at the nozzle exit plane centered at the
axis of the jet. The intensities measured by the microphones provided an azimuthal
distribution of the screech tones. Figure 18 shows the normalized azimuthal pressure
pattern at the fundamental screech frequency. In figures 18(a), 18(b), and 18(d) the
radiation pattern is associated with the flapping motion of the jet. Figures 18(a)
and 18(d) refer to the same jet operating conditions for the same nozzle in the same
experimental facility except they were measured at substantially different times. The
field shapes of the pressure patterns are nearly the same. However, the orientations of
the major lobes (the flapping planes) are quite different. The reason for this change
in orientation over time is unknown. It is suspected that the pattern is sensitive to
subtle boundary conditions which are difficult to control experimentally.

The near pressure fields of screeching supersonic jets have been carefully measured
in references 95 to 97. This work covered choked jets uidergoing toroidal as well as
helical screeching motion. Figuie 19 shows a typical (1/10-octave-band) near-field
SPL contour map centered at the screech frequency. By comparison with figures 8
and 10 it is evident that the pattern of the near pressure field associated with a
screech tone is totally different from that of the turbulent mixing noise or broadband
shock associated noise. The SPL contours form almost equally spaced peaks and i
valleys. This field shape represents virtually a standing wave pattern wrapped around
the jet. This standing wave pattern is the result of superimposing the near pressure
field associated with the downstream-propagating large-scale instability waves inside
the jet onto the observed upstream-propagating acoustic waves just outside tile jet.
The phases of these two wave fields are highly correlated, the fields being geierated
(as discussed subsequently) by the same feedback cycle. In references 95 to 97 the
iozzle had a fairly large flange. Part of the upstream-propagating sound waves were,
therefore, reflected back, partly contributing to the formation of the standing wave
pattern. However, the presence of the flange is not crucial to the development of tile
standing wave pattern.

In addition to the fully expanded jet Mach mnuber, the intensities and frequeicies
of screech tones are also affected by a number of nozzle design and jet operating
parameters. It turns out that the thickness of the nozzle lip has a major influeice
on the radiated screech tone SPL but not so much influence on the tone frequency.
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Figure 20, taken from reference 92, shows the directivities of the fundamental screech
tones at Mj = 1.49 issued from two choked nozzles with the same internal dimensions.
The directivity patterns of the jets are very similar. However, the screech tone level
associated with the thick-lipped nozzle is 10 dB higher than that of the thin-lipped
nozzle. This fact is consistent with the belief that sound waves reflected off the
thick nozzle lip are instrumental in exciting stronger instability waves in the jet flow
which, in turn, generate louder screech tones. The jet temperature and forward
flight, on the other hand, influence both the screech tone frequency and intensity.
At higher jet temperatures with the same jet Mach number, the findament .1 screech
frequency increases. (See ref. 98.) The effect of forward flight has been investigated
in references 99 to 103. By performing the jet screech experiment in an open wind
tunnel to simulate forward flight, Norum and Shearin (refs. 102 and 103) found that,
for an observer fixed relative to the jet, the tone frequency decreases as the forward-
flight Mach number increases. Generally speaking the tone intensity also decreases.
However, it is possible for tcaes that are nonexistent in the static case to be excited
by forward flight. This last aspect, although important for application to aircraft
structural fatigue problems, has unfortunately only been studied rather superficially.

Turbulent Mixing Noise Generated by
Large Turbulence Structures and
Instability Waves of Supersonic Jets

In a series of experiments on supersonic jets at low to moderate Reynolds numbers
(refs. 30 to 33), it was found that the large coherent structures of these flows were
in the form of instability waves. Outside the jet, near- and far-field microphone
measurements indicated that these instability waves were directly responsible for
the generation of the dominant part of the noise of these jets. To ascertain if
the findings could shed light on the noise generation processes of high Reynolds
number supersonic jets, the near- and far-field noise characteristics of the jet were
compared with those at high Reynolds number in references 33 and 34. Overall, many
extraordinary similarities were found. Figure 21 shows the acoustic noise spectra
in the peak noise radiation direction of three supersonic jets of comparable Mach
numbers but drastically different Reynolds numbers. Despite the several orders of
magnitude differences in Reynolds numbers the Strouhal frequencies of the spectral

peaks are nearly the same. At the low Reynolds number the radiated noise consists of
an almost discrete spectrum corresponding to that of a single instability wave. At the
moderate and high Reynolds numbers the spectra are broadband. Most important
of all, however, is that as a function of Strouhal number the spectral distributions
of the moderate and high Reynolds number jets are almost identical. Figure 22(a)
shows the near-field SPL contour map of the Mach 2.1 jet with a Reynolds number
of 7 x 104 (ref. 33). Figure 22(b) shows a similar map of a Mach 2.0 jet with a high
Reynolds number (NRe = 5.19 x 10 , ref. 77). The two maps are very much alike.
This is especially true in terms of the direction of the principal lobe, the general field
shape of the contours, and time spacing separating neighboring contours. These and
other remarkable resemblances between the near- and far-field noise characteristics of
moderate and high Reynolds unmber supersonic jets strongly suggest that time basic
noise generation mechanism of these jets is probably the same regardless of Reynolds
number. In other words, the dominant part of the turbulent mixing noise of high

341



Tam

M= 2 0; N 5  2 26 x 106

0

Arbitrary
linear scale

M,=2 1,NH, 7 9x 103
(fromi ref. 32)

0 2 1 6

Strouhial number

Figure 21. Acoustic spectra in direction Of InaXimnut uwlse radiatton.

342



Jet Noise Generated by Large-Scale Coherent Motion

20

Radial 12

distance,
rD 8

i4

-4 0 4 8 12 16 20 24 28 32

Axial distance, x/D

(a) M3  2. 1; NR,= 7 x 104. (From ref. 33.)

distance

I/D 8

4

01 2 4 6 8 10O 12 14 16 18 20 22 24 26 28 30 32 34 36 38

Axia! dhsance, z/D

(b) Ms = 2.0; NR'e = 5.19 x 106. (From ref. 77.)

Figure 22. Overall SPL contours.

Reynolds number supersonic jets may be considered to be generated by a random
superposition of the intrinsic large-scale instability waves of the jet flow, as is the
case for moderate Reynolds number jets. These instability waves, in accordance with
the stochastic random waves model described in a previous section, are synonymous
with the large turbulence structures of these jets, as observed by researchers (e.g.,
ref. 29).
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Noise Generation Processes

We will now examine the processes by which instability waves which propagate
down a jet column produce acoustic radiation. In free shear flows such as mixing
layers or jets, the mean flow diverges slowly in the downstream direction because of
the entrainment of ambient fluid. Over the initial region, where the shear layer is thin
and the mean velocity gradient is large, the amplitude of an excited instability wave
grows very rapidly. As the wave propagates downstream the growth rate reduces.
The growth rate is smaller because as the flow slowly diverges the transverse velocity
gradient is gradually reduced. Eventually the instability wave of a given frequency
will reach a point at which its growth rate becomes zero. On propagating faxther
downstream, the wave becomes damped. Its amplitude decreases as it continues
to propagate until it becomes vanishingly small. The growth and decay of the
wave amplitude are extremely important to the sound radiation process. This is
especially true for instability waves with subsonic phase velocities. It is well-known
that a subsonic wave of constant amplitude does not generate sound in a comprssible
medium. Such a wave has a discrete wave number spectrum. However, for a fixed-
frequency instability wave for which amplitude undergoes growth and decay spatially,
its wave number spectrum is no longer discrete. Instead it is broadband. Some of
the broadband wave components, especially those of the small wave numbers, would
actually be moving with supersonic phase velocities. These supersonic phase velocity
disturbances, by the wavy wall analogy, immediately lead to acoustic radiation.

The Acoustic Field of Instability Waves
as an Outer Solution

Classic hydrodynamic stability theory of a compressible flow (see refs. 104 to
110) does not predict acoustic radiation by instability waves. In fact, the whole
question had been completely ignored until recently. (See ref. 60.) The point of
departure of that analysis from classic hydrodynamic stability theory lies in the
recognition that to determine sound radiation, a global solution of the entire wave
propagation phenomenon is necessary. To describe the growth and decay of the
excited instability waves resulting from the slight mean flow divergence, it is most
convenient to use the method of multiple-scales asymptotic expansion. (See, e.g.,
refs. 56, 57, and 63.) This method exploits the fact that there are two disparate
length scales in the problem. The ratio of these two length scales is quite small and is
chosen to be the small expansion parameter. However, the multiple-scales instability
wave solution predicts no sound radiation, as is the case for the classic locally parallel
flow normal mode solution. As a matter of fact, all these solutions are constructed
with the boundary condition that the wave disturban- decay to zero far away from
the jet or mixing layer. Thus, by itself the multiple-scales solution could never yield
any possible acoustic field associated with the instability wave. This inadequacy
of the multiple-scales asymptotic expansion solution was recognized in reference 60,
which showed that the asymptotic expansion is actually nonuniformly valid outside
the flow. Away from the jet, acoustic disturbances propagate in all directions, so
that all spatial coordinates must be treated on an equal basis. Solutions obtained by
the multiple-scales asymptotic expansion method, which purposely scale, different
spatial coordinates unevenly, are therefore inappropriate. They should not be used in
the far-field region. Based on this reasoning, it was proposed in reference 62 to apply
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the method of matched asymptotic expasions (e.g., relk 63 and 111) to the probem
of acoustic radiation by instability waves. In this approach t"o separae asymptotic
expansions of the solutions are constructed. One calledl the inner exasin is = 5 d
inside the jet flow and in the region immedia ey ousi The lowest ord : term or
this expansion is the multiple-scales instability wave solutin. The other xpni,
referred to as the outer expansion, is vali outside the jet all the way to the acousti-c.
far field. The two expansions are related to each other k- the P of mat0h .

The matching process is crucial to the success of the technique. It ensures that one
expansion is the proper analytic continuation (at least in an asymptotic sense) of the
other in different parts of the physical space.

Inner and Outer Solutions of Intabilty
Waves of an Axisymmetric Jet
To apply the method of matched asymptotic expanons, the first important step

is the choice of the appropriate inner and outer vriables. For supersonic jet flows
the rate of spread of the mean flow c is a small parameter. Let (r,sx) be the
cylindrical coordinates of a coordinate sysemn centered at the nozzle exit with the
x-axis pointing in the jet flow direction. The mean flo, of the jet is a function of r
and the slow variable s = cx. It may be represented analytically in the form

V = (i(r, s), dl(r, 4.,0) (5)

where

= 0 (6a)

CV1 = __ (r > rm(s)) (6b)
T

The set of inner variables suitable for the description of the excited instability waves
in the jet is the same as that for the mean flow, namely (r, i, s). Before choosing
the outer variables it would be helpful to recall that the overall spatial growth and
decay of the wave amplitude are crucial to sound radiation. Clearly, this gradual
amplitude variation in the flow direction is a function of the slow variable s. This
suggests that the appropriate outer variable in the flow direction is S. Further, since
sound propagates without preferred direction in the far field, the spatial variables in
this region must be scaled in the same manner in all directions. Hence, a suitable
set of outer variables is (f, €, s), where f = cr.

Let us consider the spatial evolution of a small-amplitude instability wave of
angular frequency w in an axisymmetric jet (ab shown in fig. 23). The instabil-
ity waves and their associated sound field are governed by the linearized equa-
tions of motion for an inviscid comprssible fluid. In the following equations,
dimensionless variables are used. The respective length, velocity, time, density,
and pressure scales are D/2 (where D is the jet diameter at the nozzle exit),
uj (the jet exit velocity), (D/2)/u,, pj (the jet exit density), and pju . Since

the jet flow is axisymmetric, the instability waves can be Fourier decomposed
into azimuthal modes. All the physical variables can be represented in the form
p(r, x, 0, t) = Rci,r, x) exp(ino - iwt)] and so forth, where n is an integer. After the
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Figure 23. Inslabilij wares and their sond fidd for arymmdric jeL

exponential dependence on € and t is factored out, the governing equations for the
spatial part of the solution written in cylindrical coordinates are

- v D o b v + o ii lp
Dr Dr am gx Par

Dw +o aw in
Dr 7 Tx = -DPx r

i u- D i Du lp (7)

Dr Dr D Dx = - x

* Dp Dp 1 (l vr in Du\-"p+ f-L+- + -L _r + i-++ =O
ar 8 21f2 r r 7 x =

where Mj is the Mach number of the jet.
The inner solution represents a wave propagating in an inhomogeneous medium

formed by the mean flow of the jet. Such a wave may be written in the form (see
chapter 11 of ref. 112)

u(rx 1 Un(r,,- 4
(r,X)I = m(0 r,s) exrpl is(s)l

= E 6m(C)E](8[W(r,) .=O Wm(rS)(8
p(r, X) J L pm(r, 3) J

In equation (8), 6m(c) (m = 0, 1, 2, ... , with bo = 1) represents the gauge functions
of the asymptotic expansion. These functions are to be determined by the process
of matching inner and outer solutions.
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Through substitution of equation (8) into equation (7) and partitioning terms
acrording to f=4e) (mn = 0, 1,2Z ... ), a set of equations are found for the amplitude
functions !sw,~~.For noise prediction purposes, only the low order
solutions are needed. It turns out that the lowres order solution is the multiple-
scale5 instability ware solution (see the Stochastic 11'are 11odd section and ref. 62).
The outer solution of equation (7), which describes the acoustic near and far fields,
is to beralid in the region r > r.. In terms of the outer %mriables, equation (7), for
small c, becomes

ci t 2g, an I , Oi
-u+ ii

,I r J Gji + WOs

A general solution of equation (9) satisfying thc boundedness or radiation condition
for largej may be constructed by first applying a Fourier transform to the variable s.
A solution of equation (9) to order e2. which satisfies the outgoing wave or bound-
edness condition as j; - cc, can be found in term of a Hankel function of the first
kind. When the Fourier transform is inverted, the explicit solution for the pressure
p to the lowest order is

p(TrzXAL) = (i)H.,1 i~jr expfi(mjx + nO - wt)] dyq (10)

where

9(7=- 30 O-)-cp[iO(x)/e -hizJ dz

To ensure that thle inner and outer solutions are solutions of the same physical
problem. although valid in different parts of thle physical spate, they have to be
properly mnatched. For tile present problem the intermediate matching principle
of references IIl and 113 is to be followed. Thle matching processes to orders 1,
c ln(c), and c were implemented in reference 62. To order 1, iimatching requires thle
inner expansion to be anl eigenvalue solution and the amplitude functions of thle inner
and outer solutions (Ao of eq. (11)) to be thme same. To orders c lm(c) and c, matching
determines the noniparallel flow correction to the instability wave amplitude. In this
way we canl find a complete instability wave solution and its associated sound field
in anl axisyrmnetric supersonic jet to mtme lowest order.

Comparisons With Experiments

In reference 62 the above instability wave theory was applied to the experiments
of reference 33. In this reference the amplitude dlistributions of the instability wave
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along the centerline ofa Mach 2.1 jet, slightly excited at Strouhal numbers of 0.2 and
0.4, were measured. The near-field SPL contours were also determined. In calculating
the instability ware amplitude and its associated acoustic field outside the jet, the
measured mean velocity profile of the jet was used, so that the calculated results
contained only one single unknown (namely, the initial amplitude of the instability
wave at the nozzle exit). This constant was chosen by fitting the computed results
to the measured data at one point.

Figure 24 shows a comparison of the measured and calculated axial distributions
of the centerline mass-velocity fluctuation of the Mach 2.1 jet excited at a Strouhal

.10

O 0

.021

0 10 20 30
2z/D,

Figure 24. Measured and calculated axial distributions of ccnterline mass-
vdocity fluctuation of Mach 2.1 jet excited at NSt = 0.4.

number of 0.4. The initial amplitude of the theory has been adjusted so that both
the measured and the calculated results have the same maximum value. Overall,
there is favorable agreement. This is especially so in the location of the maximum
fluctuation and in the half-width of the amplitude distribution. Figure 25(a) shows
the calculated near-field SPL in dB associated with the excited instability wave at a
Strouhal number of 0.4. Figure 25(b) is the corresponding contour plot measured in
reference 33. The unknown constant of the calculated field has been adjusted so that
the pressure level at the point marked by a black circle is 118 dB, the same as the
corresponding point in figure 25(b). A comparison of these two figures shows excellent
agreement. The agreement between the calculated and the measured 15G- and 148-dB
contours is nearly perfect. The lobed nature of the contours, the direction ofthe lobe,
and the spacings of the contours are correctly predicted. A similar comnpari.son was
carried out in reference 62 for the instability waves with a Strouhal number of 0.2.
Again very favorable agreements are found between theoretical calculations based
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Fzgurc 25. Contours of near-field SPL's for jet excited at Nst = 0.4.

on the method of matched asymlptotic expansions and experimental measurements.
These agreements provide further support for the proposition that instability waves
are the dominant mixing noise sources in supersonic jets.

Theories of Broadband Shock-Associated
Noise

The possibility that acoustic waves could be generated by shock-turbulence
interaction in imperfectly expanded supersonic jets was recognized many years ago
(See, e.g., refs. 111 and 115.) In these early works the turbulence was pictured
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as a random array of small eddies resembling what is now referred to as fine-scale
turbulence. To reduce the problem to a manageable form the quasi-periodic shock
cell structure was all but discarded. It was usually replaced by a single shock wave
of infinite spatial extent in the analysis. Basically the noise generation process as
envisaged by these early investigators consisted essentially of the random scatterin-
of blobs of fine-scale turbulence by plane shock waves. In subsequent years no effort
was ever made to correlate the predictions of this simple random scattering model
to the measured spectral, directional, and intensity characteristics of the broadband
noise of supersonic jets. Thus these early theoretical results were largely academic
and conceptual in nature. It turns out that the observed shock-associated noise is
not generated by random incoherent interaction between fine-scale turbulence and
individual plane shock waves of a supersonic jet. Instead, the source of this noise
component is spatially coherent over an extended length of the jet. Furthermore,
the quasi-periodicity of the shock cell structure also plays a crucial role in the noise
generation processes.

Current interest in broadband shock-associated noise appears to begin with the
work of Harper-Bourne and Fisher (ref. 79), who carried out extensive experimental
measurements of the noise of choked jets. By analyzing these data carefully they
were able to identify a broadband noise component having spectral and directional
characteristics which differed completely from those of the turbulent mixing noise.
To model how this noise component was generated they adopted a simple model
comprised of an array of phased simple sources spaced at regular intervals. The
distance between the point sources was equal to that of the shock cell spacing of the
supersonic jet. By using this model they were able to show that this new component
of broadband noise was in all likelihood generated by the interaction between the
components of the turbulence that are spatially quite coherent and the quasi-periodic
shock cell structure of the jet. The crucial discovery, namely, that it requires a
noise source which is spatially coherent and quasi-periodic over an extended length
of the jet to account for the observed far-field noise characteristics, set their work
completely apart from all the previous works. Since this pioneering study a good
number of experimental and theoretical investigations on this subject have been
carried out (e.g., refs. 55, 72, 76, 80, 81, 86, 94, 102, 103, and 116 to 121). They
provide the basis of our present-day view of how broadband shock-associated noise
is generated. Herein attention is confined exclusively to the findings and theories of
these more recent studies.

Shock Cell Structure of Supersonic Jets

Shock cells in underexpanded and overexpanded axisymmetric jets are quasi-
periodic. They are formed by oblique shocks and expansion fais. These shocks
and expansion fans are generated at the nozzle lip because of time mismatch of the
static pressure inside and outside time jet. Time reason the shock cell structure is
quasi-periodic is that when the oblique shocks or expansion fais impinge on the jet
boundary they are reflected back into the jet. In a sense the shocks and expansion
fais are trapped inside the jet, bouncing from one side to the other and forming
more or less a standing wave pattern.

To estimate the shock cell spacing, Prandtl (ref. 122) employed a linear vortex
sheet model. In this nmodel the jet flow is taken to be uniform and bounded by a
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vortex sheet. The oblique shocks and expansion fans which make up the shock cell
structure are assumed to be weak so they can be represented by small amplitude
disturbances superimposed on the mean flow. The complete solution of the vortex
sheet model was first found in reference 123. It can be expressed in the following
simple form:

ps(r, X) Ai4i(r) cos(kix) (12)

where A 2 Ap/a .

k D(M )1/2 (i =1,2....)

Jo(O'i) 0

and P. is the pressure disturbance associated with the shock cells and Ap is the
difference between the static pressure inside and outside the jet at the nozzle exit. In
equation (12), .,I(r) is a set of orthonormalized eigenfunctions Jo(2or/Dj)/J(o).
The terms J0 and J11 are the zeroth and first-order Bessel functions, respectively. To
a good approximation the shock cell spacing L, is given by the wavelength of the
first term of the series in equation (12). That is,

L ; 27r/kI = ?r(M 2 
- 1)1/2 D3 0/.1  (ar = 2.405) (13)

Since the thickness of the mixing layer of the jet increases in the downstream
direction, the vortex sheet model is valid only in the initial region of the supersonic
jet immediately downstream of the nozzle. To provide a more accurate description
of the shock cells, a number of investigators (e.g., refs. 124 and 125) used inviscid
flow models and tie method of characteristics to determine the structural details
of the shock cells close to the nozzle exit. No attempt, however, was made by
these investigators to extend their studies beyond the first two to three shock cells.
More recently, inviscid Euler codes were developed to calculate the shock cells
numerically (refs. 126 and 127). Comparisons of these inviscid numerical methods
with experimental data reported in references 94 and 117 showed that these models
do not provide acceptable results for the prediction of broadband shock-associated
noise. The method has since been improved to include the effect of turbulent mixing
through the use of turbulence closure equations (ref. 128). The numerical code was
tested in reference 129 and found to provide results that agree reasonably well with
experimental measurements.

For supersonic jets that are not severely underexpanded or overexpanded, the
shock cells are relatively weak. In this case we can develop a simple but reasonably
accurate analytical model of the shock cells by exploiting tie fact that the shock cell
structure is characterized by two basic disparate length scales. One length scale is
the jet diameter. The other is tie potential core length of the jet, which controls the
slow rate of change of the jet mean flow. Such a multiple-scales shock cell model has
recently been developed in reference 130. In this model the flow quantities associated
with the shock cells are decomposed into the time-independent waveguide or Fourier
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modes of the mean flow. These modes are calculated by the method of multiple-
scales asymptotic expansion. If only the lowest order terms of the expansion are
kept, the flow quantities are given analytically in the following form (a subscript s
is used to denote their association with the shock cell structure):

( -) )expli4m(s)/cJ + Complex conjugate (14)
PS t= \pr(r, s)I

where "#' = Jm(s) is the local wave number (eignevalue) of the mth waveguide

or Fourier mode and s = cx is again the slow variable. The terms urn, Vm, and
pn are the shock cell structure functions (eigenfunctions). They provide the radial
distribution of the flow variables associated with each mode. To determine the
starting amplitudes of the solution, we impose an initial condition that each mode
of equation (14) must match the corresponding mode of the vortex sheet shock
cell solution of references 122 and 123 at the nozzle exit. It was pointed out in
reference 81 that within the framework of the vortex sheet model the amplitudes
of the waveguide or Fourier modes are proportional to Ap/a, (i = 1, 2, ... ; see
eq. (12)). It was further shown that, to a good approximation, Ap/pOO is equal
to 0.52(M - M )/[1 + ('2- )M /2], where poo is ambient pressure. Thus the
amplitudes of the different waveguide modes are approximately proportional to

[2  M2)
p. (M> -Md

[1 + (y - 1)M2/2] a,

or (i 1,2,..) (15)

PcOC2 (M] - M2)

[1 + (-y - 1)M12] a,

where poo and c are the ambient gas density and speed of sound
Carried out in ieference 130 are extensive comparisons of the calculated pressure

distributions of the shock cell structures based on the multiple-scales model with
the measurements of reference 72. The test cases included both underexpanded and
overexpanded jets issued from nozzles of three design Mach numbers of 1 0, 1.5, and
2.0. The calculated shock cell spacings and amplitudes compared very favorably with
the experimental measurements. In addition, many of the fine structures observed
in tie first three or four shock cells were reproduced by their calculations.

Phased Point-Source Array Model

It was proposed in reference 79 that the source of broadband shock-associated
noise is in the form of a synchronized array of periodic point monopoles. These
monopoles are of equal strength and are spaced evenly at regular intervals The
researchers believed that the shock-associated noise is emitted from the endpoints of
the shock cells of imperfectly expanded supersonic jets. Therefore, point monopoles
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are used to simulate these very localized noise sources. A similar model was developed
previously in reference 87 to describe the generation of screech tones in choked jets. In
the reference 79 model the phases of adjacent monopoles are assumed to be correlated
by the time taken for turbulence to be convected from one point source to the next,
as shown in figure 26. Let L, be the shock cell spacing and u, be the turbulence
convection velocity. Then the time taken for turbulence to be convected from point-
source A to point-source B is TAB = Ls/uc. Thus the time origin of point-source B
is assumed to be delayed by an amount equal to TAB relative to point-source A. A
similar time delay is applied to successive point sources of the array. Now consider
the sound radiation in the direction 0. The sound from source B follows path BB'
and that from source A follows AA'. Clearly, path length AA' is longer than BB'
by the length AC = LscosO. The time needed for a sound wave to travel the
distance AC is TAC = L cos O/c, where c is the ambient speed of sound. Because of
the difference in the propagation path length and in the origin of time, the sound
waves emitted from the two point sources A and B are out of phase when they
reach the observer far away. Thus there is a tendency for them to partially cancel
each other. It is possible, however, for the sound waves to arrive at the far-field
observer exactly in phase if certain conditions are met. When this happens there is
maximum constructive reinforcement of the sound intensity. For a given direction 0
this condition is satisfied only for certain special frequencies fp. Hence one would
expect the broadband shock-associated noise spectra to peak at these frequencies
of maximum reinforcement. The condition for maximum wave reinforcement occurs
when the difference between the turbulence convection time TAB and the sound
propagation time TAG is equal to an integral multiple of the period of oscillation.
That is, TAB - TAC = n/fp or

The primary peak frequency corresponds to the case of n = 1, so that from the above
the peak frequency fp is given by

fpue (16)
= L,(l - Mc cos 0)

In equation (16), M, = u,/c is the convection Mach number based on the ambient
speed of sound. Comparison of equation (16) with the choked jet noise data of
reference 79 resulted in reasonably good agreement. In this way it was possible
to offer an explanation to one of the most prominent characteristics of broadband
shock-associated noise, namely, the shift of the peak frequency of the noise spectrum
with observation angle, as depicted in figure 5.

In addition to the derivation of equation (16), reference 79 found semlemplirically
(after extensive analysis of the choked jet noise data) that the shock-associated noise
intensity I, varies as 04, where / = (A, - 1)1/2. The parameter/3 was introduced
because it is the parameter which characterizes the pressure jump across a normal
shock of upstream Mach number M. Subsequent to this work, it was verified in
reference 76 that this formula worked not only for cold jets but also for hot jets. The
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Figure 26. Schematic diagram of phased point-source arrdy model.

only restriction was that they were choked jets, that is, jets issued from convergent
nozzles.

Recently a series of experinnents were conducted (ref. 102) on the effect of forward
flight ol broadband shock-associated noise In an attempt to correlate the data with
theory, the phased point-source array model was extended to the case of a jet In
forward motion For noise radiation at 90' the measured data show a downward shift
of the frequency of the spectral peak with increase in forward-flight Mach number.
However, the model theory predicted an increase in this peak frequency exactly
opposite to the measurements. The disagreement between theory and experiment
appears to be serious and disturbing. It calls for renewed scrutiny of the validity of
tile model and its underlying noise generation mechanism

Large Turbulence Structure and Shock
Cell Interaction Theory

Reference 81 proposed that broadband shock-associated noise is produced by
the coherent scattering of time large turbulence structures as they pass through the
quasi-periodic shock cells. The large turbulence structures are random and consist
of wave-like components of a fairly broad range of frequencies. The shock cell
structure is spatially quasi-periodic and may be considered as a superposition of
time tune-independent waveguide or Fourier modes of the mean flow of time jet. The
passage of time large turbulence structures through time shock cells, therefore, produces
interactions between the broad spectrun of wave-like disturbances which make up tile
large turbulence structures and each of the individual waveguide modes of time shock
cells. Since the wavelengths of different waveguide modes are different, tile scattering
properties of the modes are not tile baime As a result, tie principal directio of the
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noise radiation and the spectral content of the radiated noise associated with different
modes are different. In the far field the noise intensity is the sum total of all the
noise generated by each of the modes. Hence the noise spectrum at a point is made
up of a superposition of many subspectra. Each subspectrum is generated by a
waveguide mode of the quasi-periodic shock cell structure. In other words, within
the framework of the reference 81 model of broadband shock-associated noise, the
noise spectrum could exhibit more than one spectral peak, a characteristic feature
consistent with experimental observations

Formulation

The continuity, momentum, and energy equations of an inviscid compressible
fluid are

• (pv)= 1
t

p L + V v) = -Vp (17)

at
T- +V (pv)+(Y-l)pV • v=O

Let p, i, and P be the pressure, velocity, and density of the mean flow of the jet
and pt, vt, pt, p., v., and Ps be the corresponding variables associated with the
large turbulence structures (eq. (1)) and the shock cell structures (eq (14)). The
mean flow, the mean flow plus the large turbulence structures, and the mean flow
plus the shock cell structures are each solutions of equations (17). However, when a
first-order shock cell structure develops inside a turbulent jet, the combined shock
cell and large turbulence structure solutions do not satisfy the governing equations
of motion. The interaction between the large turbulence structures and the quasi-
periodic shock cells gives rise to tine-dependent disturbances p',, v, and p'. These
disturbances, when radiated to the far field, become the broadband shock-associated
noise. Hence the flow quantities consist of four main components:

P P+Ps+Pt+P']

By substitution of equations (18) into equations (17), a set of equations for p!, V, and
p are found. If only the lowest order interaction terms involving the large turbulence
structures and the shock cell solutions are retained, these equations (after dropping
the primes from p', v', and p') may be written as

0+ i'-Vv -v Vv + 1VpO-[T ,V tv P

-vS' Vvt - vt' Vv8 + 1 (p5Vpt + ptVps) (19b)
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LP+ v. (pv +pv) + (Y-1)(P V +p V.)

=-V'(ptvs+psvt)- (-I- 1)(ps V'vt+Pt V'Vs,) (19e)

The right-hand sides of the above equations represent the source terms of broadband
shock-associated noise Since the shock cell structure solution vanishes outside the
jet flow and in the fully developed region of the jet, these source terms are effectively
confined to the volume inside the jet plume, extending from the nozzle exit to
somewhere slightly downstream of the end of the potential core of the jet.

Solution by the Method of Matched Asymptotic Expansions

To solve the nonhomogeneous equations (19) it is convenient to expand the
solution as a Fourier series in q5 and a Fourier transform in t. For example,

p(r,O,x,t) = E ] an(w)n(r, x, w) exp[i(nO - wt)] dw (20)
n=-oo

On application of Fourier transform and Fourier series expansions to equations (19),
the equations reduce to a system of four nonhomogeneous partial differential equa-
tions in r and x. The homogeneous parts of these equations are identical to those
of equations (7), and the nonhomogeneous terms consist of sums over the shock cell
modes. For instance, the energy equation may be written in the form

-' v +"o li+2 o + + ii,.o + afox

= 1im exp[i (0. - 40,,)/c] (21)
m=1

where the asterisk denotes the complex conjugate. The full expressions for Im,
12m, 13m, and 14m can be found in reference 55. The system of nonhomogencous
equations for "n, bn, l)n, and Pn can be solved by the method of matched asymptotic
expansions as outlined in the section entitled '{'urbulent Mixing Noise Generated by
Large Turbulence Structures and Instability 14 ayes of Supersonic Jets. The reasons
given there for the need to use separate inner and outer solutions also apply here.
Now for each nonhomogeneous term with subscript m a separate nonhomogeneous
solution can be found. Thus, for easy identification each of these solutions is labelled
by a pair of subscripts n and m. The inner solution, which is valid inside the jet
flow and in the region immediately outside, may be constructed easily again by
the method of multiple-scales expansion. The outer solution is valid from the edge
of the jet flow all the way to the far field. The two solutions are to be properly
matched according to the intermediate matching principle. This was carried out in
reference 55, in which the lower order terms of the inner and outer expansions were
constructed and it was shown that they did match in the intermediate limit. To the
lowest order, the formula for the pressure field resulting from the interaction between
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the large turbulence structures and the mth waveguide or Fourier mode of the shock
cells may be written as

+,, (ixw + L (n A+ 1(7r/) du~iO &.,w)-~(xwJ/ i) (23)

wre/2 ) -H no _-W / 2) 1/2 (with branch cuts defined by -7r/2 arg[A(j, w)] <
)r2 n is the nth order Hankel function of the first kind.

Near- and Far-Field Noise Spectrum and Directivity

Equations (22) aisd (23) give the pressure field generated by thle interaction
between downstream-propagating large turbulence structures and the mth waveguide
mode of the quasi-periodic shock cells. These equations may be used for noise
calculations both in the near field and in the far field. Let us form thle autocorrelation
function at a point (r, 0S, x). By means of these formulas it is easy to find

(p. (r, 0, x, t)p,, (r, 0, x, t + r)) = ff j (a wf,(w

x expji[QJ+ q')z + (n + n')O - (w + w')t - w'7-

+ (ni + n' + 2)(7r/2)] ) dj 4' dw etw' (24)

Through use of the stochastic property of the random amplitude function a,,(w) (as
given in eq. (4)), it is straightforward to obtain, after summing over the Kronecker
delta 6nn' integrating over the delta function 6(w + w'), and changing the variable
11 to -77, thle following-

(pm (r, 0, x, t)pm (r, 0, x, t+ 7)) E lb = IGn,(r,a )Iexp(-zwr)dw
~n=_00 u,

(25)
where

Gnm.(r, x, w) =L g.n77, w)H(1 )[zA(,q, w)r] exp(iiqx) dil (26)

Since the noise power pectrum Sm(r,x,w) is thle Fourier transform of the auto-
correlation function, it follows from equation (25) that

00 R
Sm(r,x,w) E D b -1 IGnni(r,X,W)12  (wU > 0) (27)

n=-oo .7
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The angular frequency w in equation (25) may be positive or negative. To restrict
our consideration to positive frequencies only, a factor of two has been incorporated

into equation (26).
Equations (25) to (27) are the necessary equations for the calculation of the

near-field noise power spectrum. In the far field, equation (26) may be further
simplified by evaluating the integral asymptotically by the saddle point method. It
is straightforward to find

2
lim Gnm(R,O,w) -J exp[i(w/c)R - inir/21 g,m (w cos O/c, w) (28)

R-oo

where (R, 0, 0) are spherical coordinates with the x-axis as the polar axis. Herein it
is assumed that the acoustic radiation associated with different waveguide modes is
statistically independent. Thus, the total noise spectrum S(r, x, w) is a direct sum
of the spectra of all the modes, that is,

00

S(r,x,w) = k Sm(r,'xw) (29)
m=1

A Similarity Source Model

To calculate the noise power spectrum of broadband shock-associated noise with
the theory developed above, extensive calculations are needed to determine the source
function Anm exp[t(0n - D'r)/c] of equation (23). After this is done, the spectrum
function S(r, x, w) may be found systematically by performing lanerical evaluations
of the integrals in equations (23) and (26). To avoid excessive computation, it was
suggested in reference 55 to simulate the source functioi with a realistic physical
model.

In the proposed model the phase velocity of the instability waves and the shock
cell wavelengths are assumed to be constants, that is,

Re(O,) = ktx = -X (30)

Re(OD*n) ; kmx (in = 1,2,..) (31)

Here ki and km are the wave numbers of the instability waves and waveguide modes
of the shock cell structure at maximum wave amplitude. The term it is the phase
velocity of the instability wave or the coivectioi velocity of the large turbulence
structures.

The source fuictioi A,,,, exp[i(0n - in)/v] iolves both axisynunetric (it = 0)
and ioiaxisyninetric (n > 0) components Numerical calculations reveal that only
the first few lower order modes are important, the higher order modes decay spatially
rather rapidly For round jets, the noise radiation pattern is axisyiiinetric. Hence,
statistically the source of noise is expected, on the basis of ensemble averaging, to
be axlsyminetric For simplicity here the source is treated as axsyimetric, that
is, the dependence oil r is dropped. Physically this does not mean that the helical
and tle higher order nmodes are unimlportant. Instead their contributions are, for
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convenience, replaced by an equivalent simple axisyrtnetric source which simulates
their c ble-averaged behavior. The adoption of this approximation alows the
deletion of the summat-on over n in equation (27) and of all the dependeem on n in
equation (28). The value a is set equal to zero whenevr it is appropriate.

In the present theory the shock cells are assumed to be stationary in time so
that the spectral content of the source function is completely dictated by that of the
turbulence. Extensive experimental evidence is available which indicates that the
turbulence spectrum in the potential core region of the jet is nearly sef-simSlr it
is. therefore. not unreasonable to assime that the soarce function of equation (23)
also possesses similarity characteristics. On choosing a Gaussian function of half-
width L to approximate the spatial distribution of each instability wave component
and by invoking a similarity aririment. we arrive at the following similarity source
model:

A..mexp[i(On - 4I')/cJ cc ! ,L' '2 exp{ 1n2 [(xu)-1m 2IL + *jfj - kr

t32)

In equation (32), wxluj is the similarity variable, and X. is the dimensionless
location at which the instability waves attain maximumn amplitude. To add t' e
dependence of the source function on the shock cell strength. it is assumed that
the source function is directly proportional to the relative strength of the waveguide
mode as given by equation (15). Thus upon balancing the dimensions appropriately
we find

Anm exp[i(On - /2) =Ui

x exp{- ln2 [(_w/.j) - X,] 2 /L2 + i(k-, - k.)X} (3-3)

where E is an unknown proportionality constant. Through the use of equations (33).
(23), and (27) to (29), the noise power spectrum > a point (R. l = - 0, where ¢
is the inlet angle) is given by

CU (M; - AM:)) , :e e
lim S(R,Of) = - I _R{W + [f D. 't

x --expl- -1 (u L, , 2n (34)

where f = w127 is tie frequency, A. rD2 is the area of the fully expanded jet,
Mc = u,/c is the convection Mach number, fm is defined by

/icosn 
(35)

27 (I + Ale cos 03
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If equation (26! is d instead of emoaion (2S), it is easy to find that the noise
power spectrumin In - dWis gitenlb)

S(r.f) CL. 1," )2A 1 9.z
4 {l+ [(-- 1)/21:,}12

x' exp (,I - k +k(u2f (1-.2)In2)-']

xHom i[q .)cl12r x~l (u,12 I)) d,7,1) (36)

Numericai Results and Comparisons With iperimen ts

To use the far-field noise power spectrum equation (34). the four parameters
uc. k.. L. and C must first be specified. In reference 55., was taken to be 0.7uj .
according to experimental observations (eg., ref. 9). and km was taken to be nearly
the mth wave number of the vortex sheet model (See eqs. (30) aud (31).) The
remaining parameters L and C were chosen by fitting the theoretical spectrum to the
data of figure 27 at 0, = 90*. These narrow-band data were measured in reference 72.
Figure 27 shows a comparison of the measured and calculated spectra for L = 3.3
and C = 7 x 10- 4 . The absolute levels of the calculated spectra shown have been
siightly adjusted by AdB (indicated in each spectrum) so as to give a best fit to
the measurements. As shown, there is generally good agreement o;-er the entire
frequency range and for all observed values of 0. The calculated peak frequencies at
different observation angles agree well with the measured values. The half-width of
the measured noise spectra decreases as the direction of noise radiation approaches
the nozzle inlet. The calculated spectra exhibit this behavior. At 900 to the jet,
the noise spectrum appears to show a less prominent but identifiable second peak.
This is more or less reproduced by the calculated spectrum. This second peak is
pruduced by the noise generated by the interaction of the large turbulence structures
and the second waveguide mode of the quasi-periodic shock cell structure. At low
inlet angles the calculated spectra differ from the measured spectra near the peak
noise region, where a dip in each calculated spectrum appears. The cause of this
discrepancy seems to be that each calculated spectrum is made up of a superposition
of many subspectra. The (ip in the calculated overall noise spectrum arises when
the subspectra of the first and second waveguide nmodes (ho not overlap sufficiently.
Apparetl, at low inlet angles there is a further broadening of the subspectra by
certain physical processes which have not been accounted for in the model
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Figure 27. Far-fidd noise spectra. M1I = 1.67: M1 d = 1.50.

Extensive comparisons betwen equation (34) and measuremients of references 72
and 74 were carried out in reference 55. Tihe cases compared included overexpanded
and underexpanded jets fron nozzles with design Maclh numbers of 1.0, 1.5. and 2.0.
Overall, favorable agreements were found in absolute intensity, spctral shape, and
directivity

The near-field sound power spectrum equation (36) contains an extra parameter
Xm which characterizes the center of the noise source in the similarity variable. In
principle, Xm can be calculated. Htowever, for the purpose of comparison with the
measured near-field dlata of reference 74, the noise source centers for the first two
modes were taken in reference 55 to be 8 0 and 7.0 jet diameters downstream of the
nozzle exit. In the near field the turbulent piixing noise dominates in the dlownstream
direct ion. The SPL contours form a stiong lobe at around 300 to 400 to the jet flow
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direction. To reproduce the turbulcut mixing noise contribution to the near field,
the nar-firld aoustic pressur distribution formula (ref 2) is used. The spatial
distribution of the noise source is assumed to be in the form of a hyperbolic secant
function- The parameters of this function are adjusted to match the overall pattern
of the turbukn miing noise lobe. To ev-aluate the integrals of equation (36). the
method of fast Fourier tratnsfortits is extremely useful. Details of this method may
be found in reference 02.

Figures 28(a) ad 28(b) show the measured (ref. 74) and calculated
1/3-octaVe-band SPL contours at a center frequency of 10 kIf7. The calculated
noise contours shown are equal to those calculated with equation (36) plus 1.4 dB.
The addition of 1.4 dB is needed to bring the calculated contours in the principal
direction of radiation into close agreement with the measured data. This may be re-
garded as the discrepancy betweer theory and experiment. Figures 29(a) and 29(b)
show the measured and calculated near-field SPL contours at a center frequency
of 40 kliz. For this frequency band the dominant direction of broadband shock-
associated noise radiation is around , = 100'. There is also a secondary direction at

O: W. In figure 29(a) these angles are represented by the lobes labelled -A- and
-13. respectively. Figure 29(b) shows the calculated near-field contours with 1.6 dB

added for the noise associated with the fmst and second wvaveguide modes alone.
A comparison of the two figures shows that there are many similarities, especially
near the principal direction of noise radiation. For the second principal direction
of shock-associated noise radiation. tie absolute level is underpredicted. However,
the general orientation appears to be correct. Although perfect agreements have not
been achieved yet. on taking all the above comparisons between calculated results
and measurements together it seems reasonable to conclude that equation (36) is
indeed capable of providing a first estimate of the near-field level and spectrum of
broadband shock-associated noise.

Peak Frequency and Intensity Scaling Formulas

For practical applicati.iLs it is sometimes advantageous to have a simple scaling
formula for the intensity of broadband shock-associated noise. From equation (34)
it is easy to verify that for supersonic jets which are not severely underexpanded or
overexpanded. the variation of the noise intensity I, is controlled by the first factor
so that to a good approximation

This scaling formula was derived in reference 81. in which it was argued that for a
given nozzle, over the range of operating conditions under which broadband shock-
assoriated noise is important, the change in the noise source strength is dictated
primarily by the change in the shock cell strength alone. This change in strength is
given by equation (15). which leads immediately to equation (37). Figure 30 shows a
comparison of calculations from equation (37) with the !xperimental measurements
of reference 81 for a hot jet. Similar comparisons indicate that the scaling formula
works for underexpanded as well as overexpanded jets, regardless of whether they
are hot or cold. For sonic nozzles 1 is unity. In this case, equation (37) reduces to
the intensity scaling formula h Is o6, found empirically in reference 79.
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Figure 30. Broadband shock-associated noise SPL scaling. Md = 1.67.
T/To = 2.0. (From ref. 81.)

Equation (34) gives highly peaked spectra. For a given direction the spectral peak
is determined essentially by the value of f which maxizes the Gaussian function
of the first wavcguide mode. It is easy to show that this value, fp, is equal to f, of
equation (35): that is.

1 uckl Uc(38)2,7r(1 + Mccos iP) Ls(I + M cos b) (38)

Equation (38) is, for all intents and purposes, the same as equation (16), which
was derived in reference 79 from the phased point-source array model. Extensive
comparisons of equation (38) with measurements can be found in references 73 and
81. Favorable agreements were obtained in both references.

Effects of Forward Flight

To assess the effects of forward flight on broadband shock-associated noise, an
analysis similar .- tjat of the section entitled Large 71Trbulence Structures-Shock
Cell Interaction Theory but including a uniform external flow of Maclh number A1o
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was carried out. The analysis provided the following formula for the frequency of
the spectral peak:

fp uk

( 1 [,toeI1i- 2 )] + [coIpI/(I - Iw2,( - 1J2 sin20)I
2

(39)

For the limit Mw - 0, equation (39) reduces to equation (38). In the forward
are and at 0 = 900, for which broadband shock-associated noise is important,
equation (39) indicates that the peak frequency generally decreases with increases
in forward-flight Mach number. Recently the effects of forward flight on broadband
shock-associated noise were studied experimentally up to Moo = 0.4 (refs. 102 and
103). It was found that over this range of forward-flight Mach numbers the noise
intensity remained essentially the same (in the nozzle fixed frame). However. the
peak frequency at t' = 90' decreased substantially at higher forward-flight Mach
numbers. Figure 31 shows a comparison between calculations with equation (39)
and measured peak frequency at forward Mach numbers of 0. 0.2, and 0.4 for a
raige of fully expanded jet Mach numbers. As shown, there is good agreement
between the calculations and measurements over the entire range of parameters. At
high jet Mach nmnbers the decrease in the peak frequency between MW, = 0 and
MA , = 0.4 is as large as 30 percent. This unexpectedly large change is correctly
predicted by the theory.
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Figure 31. Effects of forward flight on peak frequency of broadband shock-
associated noise. V7' = 900. (Based on ref. 103.)
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Generation and Prediction of Screech
Tones

Although the discovery and study of screech tones of imperfectly expanded super-
sonic jets predates that of broadband shock-associated noise, current understanding
of the screech phenomenon is primarily qualitative in nature. Quantitative under-
standing or prediction capability is largely restricted to the screech frequency alone.
At the present time. there is no screech tone intensity prediction criterion or for-
nula. be it empirical or theoretical. This is not surprising, for the phenomenon is
highly complex and sensitive to subtle changes in the boundary conditions of the
experimental environment.

Feedback Loop

The screech tone phenomenon associated with choked jets was first investigated
systematically in references 87 to 89. Based on the results of this visualization study
on two-dimensional jets. it was suggested that screech tones were generated by a
feedback cycle. The feedback loop consisted of two halves. The inner part of the
loop was made up of vortex-like disturbances which were shed periodically from the
nozzle lip. These disturbances were convected downstream by the mean flow in the
mixing layer of the jet. As these disturbances traversed the shock cells in the jet
l)lunie. the shock structure was set into motion. It was believed that acoustic waves
were generated at the shock tips because of this coherent oscillatory motion. It was
further shown that because of phase cancellation effects the acoustic waves outside
the jet. which formed the outer part of the feedback loop, propagated )redominantly
in the ulstream direction. Upon reaching the nozzle exit the acoustic waves excited
the thin shear layer of the jet, leading to the continuous shedding of vortex-like
(listurbances and thus closing the feedback loop.

A simple p~hased point-source array model was developed to describe the feedback
loop. This model was later adapted in reference 79 to model the generation of
broadband shock-associated noise. (See section entitled Phased Pont-Source Array
Model) In this model the noise sources were assumed to be a linear array of
point sources (i.e., tips of the shock cells) spaced L. apart, as shown in figure 26.
For maximnu reinforcement of the feedback cycle the time taken for vortex-like
disturbances to travel one shock cell inside the jet flow plus the time taken by the
acoustic waves to travel one shock cell upstream outside the jet must be equal to the
period of oscillation. This condition leads to the following screech tone frequency
formula.

f = L5 (I + Me) (40)

where uc is the convection velocity of the vortices and Mc = uc/c is the convection
Mach nmnber based on the ambient speed of sound.

The point-source array model is highly idealized and oversimplified. As it stands
there is little likelihood that it could predict acoustic intensity In fact. if one wishes
to apply the model to screech tones of axisymnmiietric jets, one inmediately faces the
dilemimia of how to account for the observed fact that there are two types of screech
cycles, the toroidal and the helical modes. However, in spite of these difficulties the
basic concept of feedback is undoubtedly correct. It forms the central framework of
all subsequent theories on screech tones.
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Screech Tones Generated by Interaction
of Large-Scale Instability Waves and
Shock Cells

Based on the results of analytical and experimental investigations, it was proposed
in reference 83 that the inner part of the screech tone feedback loop is formed by
the large-scale instability waves of the jet flow. According to the proposal, the tones
are generated by the weak interaction of these instability waves or large turbulence
structures and the shock cell structures. This interaction occurs when the spatially
growing instability waves have reached sufficiently large amplitudes, usually near
the end of the potential core of the jet. Thus the noise generation processes for
screech tones and broadband shock-associated noise are very similar. The only major
difference. however, is that in the former case a single, highly excited toroidal or
helical wave is involved whereas in the latter case a spectrum of waves is involved.
Because of the similarity in the noise generation process it is natural to expect a
close relationship between the characteristics of screech tones and broadband shock-
associated noise. This is so despite the obvious difference that the frequency of
a screech tone is the same regardless of the direction of observation, whereas the
dominant frequencies of broadband shock-associated noise have strong directional
dependence. Such a relationship was investigated recently in reference 73.

A careful study of all the narrow-band noise data of reference 72 (see fig. 5)
suggests that the screech tone, as a first approximation, could be considered as
the limiting case of broadband shock-associated noise when the radiation angle 0
(0 = 1800 - i) approaches the limiting value of 1800. This proposition is supported
by a reexamination of the behavior of the spectral half-width and the peak frequencies
of broadband shock-associated noise as functions of the direction of radiation. First,
the spectral half-width of a tone is very narrow. Thus if the screech tone is a
member of the broadband shock-associated noise, the half-width of the dominant
peak of the broadband shock-associated noise spectrum must approach a reasonably
small value as the radiation angle approaches the nozzle inlet axis. This is indeed the
case, as has been discussed in the section entitled Broadband Shock-Assocated Noise.
Second, the frequency of the screech tone must have the same value as the limit of
the peak frequency of broadband shock-associated noise as 0 tends to 1800. It has
been demonstrated by various investigations that the dominant peak frequency fP
of broadband shock-associated noise can be correlated or predicted quite accurately
by equation (38). This equation may be written in tie form

c 2r(

75 T kDJ1 (1 - Mcos 0) (-1)

where D is the diameter of the jet at the nozzle exit. In equation (41) the phase
velocity uc and the fundamental wave number of the shock cell structure ki are not
strong ftmctiono of frequency. Thus one sees that the inverse of the peak frequency
of broadband shock-associated noise is approximately a linear function of cos 0
Figure 32 shows the experimental confirmation of this lincar relationship. The
experimental measurements shown were obtained from the imperfectly expanded
supersonic jets, issued from convergent-divergent nozzles with design Mach numbers
of 2.0 and 1 5 The measured data in each case lie close to a straight line. It is clear
that the data points of the screech tone frequencies, which lie on the left boundary of
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the figure, do fall on the end of the straight lines. Thus within experimental accuracy,
the spectral characteristics of the fundamental screech tone may be considered, to a
good approximation, to'be the limit of broadband shock-associated noise as 0 tends
to 1800.

At; Md Frequency0 1802 1.5 /'Pi
0 ,.[ 2236 20 fP
0223 20 f

S•1802 15 f.

I

-100 -75 -50 -.25 0 .25 .50

Figure 32. Screech tone frequency as limit of peak frequency of broadband
shock-associated noise. (From ref. 73.)

In a feedback loop the phase change taken over the entire loop must be equal to an
integral multiple of 27r. In many self-excited oscillation systems, such as cavity tones
and edge tones, this phase-integral condition is known to be the contiolling factor in
selecting the frequencies of oscillations. In the case of screech tones of imperfectly
expanded supersonic jets, this does not appear to be so. The main reason it is not
so is that in the case of edge or cavity tones the feedback path length is more or
less fixed by the geometry of the problem. For jet screech tones the feedback point
downstream or the location of the acoustic noise source may vary so that there is
no fixed feedback length inherent in the problem. In addition, the feedback loop
in this case behaves somewhat nonlinearly in the sense that at a sufficiently large
amplitude the instability wave could affect the spread of the mean flow, which in
turn affects the instability wave characteristics. Thus the phase-integral condition
cal be satisfied by a slight adjustment of the wave amplitude, and this adjustment
leads to a slight change in the feedback path length without imposing any condition
on the oscillation frequency.

What mechanism controls the fundamental screech tone frequency then? Refer-
ence 73 proposed that the frequency is determined by the weakest link of the feedback
loop. The weakest link of the loop is the joint between the outer loop and the inner
loop at the nozzle exit To avoid breaking up the feedback loop, sound waves of
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sufficient intensity must reach the nozzle lip region to excite the intrinsic instability
wave of the jet. However, if the acoustic waves of the screech tone are generated by
the interaction between downstream-propagating instability waves and the shock cell
structure of the jet flow as proposed (the same mechanism as for broadband shock-
associated noise), then measurements and theory indicate that only sound waves of
a narrow frequency band can be radiated to the nozzle lip region with sufficiently
large intensity (as discussed in previous sections). Hence, if the feedback loop is to
be maintained, the screech tone frequency must be confined to this relatively narrow
frequency band. Incidentally, this weakest link mechanism also provides an expla-
nation of why the screech tone frequency is, to a good approximation, given by the
limit 0 - 1800 of the peak frequency of broadband shock-associated noise.

Prior to reference 73, it was noticed in reference 131 that there was numerical
agreement between screech tone frequency and peak frequency of shock-associated
noise as 0 -- 180'. It was also suggested that if the shock-associated noise was
generated by an array of point sources located at the tip of the shock cells, then at
the screech tone frequency the shock-associated noise from the array of sources would
combine constructively to yield the strong forward radiation needed to maintain the
feedback loop. However, one may recognize that this is not su.ficient, for the feedback
loop can be maintained without maximum constructive reinforcement as long as the
intensity of sound is not too low. What is crucial is that the frequency band of the
sound wave that can reach the nozzle lip is very narrow, thus effectively limiting the
screech tone frequency to this narrow baud.

The observations in reference 83 reveal that stable screech tones from convergent-
divergent nozzles are generated by the helical instability waves of the jet column.
Now from the results above it becomes possible to calculate from first principles
the fundamental frequencies of these tones at different jet operating conditions. If
0 = 1800 (or 0' in eq. (38)), the equation by which the screech frequency can
be determined is

'u~kl (42)= 27r [1 + (nc)]

It was suggested in reference 73 that u,, the phase velocity of the instability wave,
be calculated by the hydrodynamic stability theory for locally parallel flow (see,
e.g., ref. 62) and k1 , the fundamental shock cell wave number, be calculated by
the inmltiple-scales shock cell structure model at the location of the jet where the
instability wave attains its maximum amplitude (i e., it becomes neutrally stable).
This point is used because it is in this area that maximum interaction between
the instability wave and thme shock cell structure is expected By using a mean axial
velocity profile of ajet consisting of a uniform core and a mixing layer with a Gaussian
profile, it was possible to determine the screech frequencies from equation (42)
without any empirical constants. The theoretical values based on hydrodynamic
instability wave calculatiomns are showi as the solid curve in figure 16. As shown,
over the Mach number range of 1.2 to 2.4 there is generally good agreement between
theory and experiment. For Mach numbers below 1 3 experimental observations
indicate that there is generally a switch from helical to axisymmnetric modes in the
screech phenomenon. The values shown m figure 16 calculated with the helical mode
only imst, therefore, be regarded as an approximate predictiomn in this low Mach
number range. Since there is no eml)irical or adjustable constant in the calculated
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results, the favorable agreement must be regarded as suggesting that the "weakest
link theory" is essentially correct.

Effects of Jet Temperature

For a fixed pressure ratio the screech tone frequency increases with jet temper-
ature. This is primarily because the jet velocity for hot jets, and hence the phase
velocity of the instability wave, is higher. The basic feedback mechanism of the pre-
ceding section applies to hot as well as to cold jets. To provide an estimate of the
dependence of screech tone frequency on jet temperature, equation (42) was used
(ref. 73). For the two unknowns u, and kI of this equation, it was proposed as a
first approximation to take uc = 0 7u., according to empirical observations, and to
take ki to be about 0.8 - 1 times the value given by the vortex-sheet shock cell model.
The multiplicative factor 0.8- 1 is to compensate for the finite mixing layer thickness
near the end of the potential core of the jet where the screech tone is generated.
With these empiricisms and approximations incorporated into equation (42) and the
Crocco's relation used to calculate u3, it is straightforward to find

2)1/ 0.6 [ .7 M, T 1).r2 11 .1/21-
fUD ( 0.67 1 + '/2 TV (43)

where T/Too is the ratio of reservior to ambient temperature of the jet. Equa-
tion (43) is valid for ]lot as well as for cold jets. In figure 16, the dashed curve is the
screech tone frequencies calculated with equation (43) for cold jets The agreement
between the seiniempirical formula and the measurements is quite good. Figure 33
shows the screech tone frequencies of two hot jets measured in reference 98. The
calculated values of equation (43) appear to agree well with these measurements.

Effects of Forward Flight

As discussed in the Screech Tones section, the forward motion of a jet can cause a
switch in the operating screech mode. Presently, this mode switching phenomenon is
not adequately understood. In the absence of mode switching the shift in the screech
tone frequency resulting from forward-flight Mach number l00 caii be calculated by
applying the weakest link theory to equation (39) Upon setting ¢ = 0', the screech
tone frequency formula foi a forward-flight Mach number MOO is

nckl 1nc_(44)
27r [1 + MI/(1 M )] = Ls [1 + M/ (1 - M00 )] (44)

Equation (4-1) has been tested against the limited measurements of reference 102 up
to MOO = 0.2, and satisfactory agreements were found

At high forward-flight Mach numbers there are considerable changes in the mean
flow of the jet as well as of the shock cell structure The entire screech toime
phenomenon becomes even more complicated. So far it has not been adequately
investigated.
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Figure 33. Dependence of screech tone frequency on jet pressure ratio at
different total temperatures To for convergent nozzle. (Based on ref. 98.)

Noncircular Supersonic Jets

Currently there is a good deal of interest iu the flow characteristics and noise of
ioncircular supersonic jets. These jets are being considered for potential applications
in the propulsive systems of V/STOL aircraft and aircraft requiring thrust vectoring
and reversing capabilities.

The mean flow of a supersonic rectangular jet is highly complicated. A detailed
mapping of such a flow field is not available in the literature at this time. Refer-
ence 132 investigated the gross features of the mean flow of such jets issued from a
nozzle with a relatively large aspect ratio of 16 7 It is known from earlier subsonic
jet experiments (e.g., ref. 133) that the half-width of the velocity profile of the jet in
the centerline plane parallel to tie small dimension of the nozzle eventually becomes
larger than that parallel to the large dimension at a sufficiently far distance down-
stream. At the present time the mechanismn which is responsible for this crossover
phenomnenon is not understood. In reference 132 this crossover phenomenon was also
observed in supersonic jets (See fig. 34.)

A perfectly expanded rectangular nozzle is extremely difficult to design and
fabricate Therefore, in almost all cases a shock cell structure inevitably develops mi
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Figure 34. Growth of rectangular jet with downstream distance. Pressure ratio

3.8; Aspect ratio = 16.7. (From ref. 132.)

the plume of such a jet. In some applications, the opposite side walls of the nozzle
are cut back for aerodynamic purposes. This cutback invariably creates more shock
waves and thus leads to the formation of a highly complicated shock cell pattern.
(See, e.g., ref. 134.) For jets with large aspect ratios the shock cells are confined
mainly to the potential core region of the jet extending approximately the distance
of one large nozzle dimension downstream. Immediately at the nozzle exit the shock
cells are nearly two-dimensional. As the shock cell structure evolves downstream it
becomes increasingly three-dimensional.

To provide a first estimate of the effect of the aspect ratio of a ectangular
nozzle on the shock cell spacing, a vortex-sheet model for these jets was (,. veloped in
reference 135. The model is analogous to the Prandtl-Pack model for axisymmetric
supersonic jets. With respect to a Cartesian coordinate systein centered at the lowerleft-hand corner of the nozzle (the z-axis of which points in the direction of the

flow while tile y- and z-axes are parallel to the sides of the nozzle), the pressure
disturbance p, according to the vortex-sheet shock cell model is given by

00m= c"~ -cos mrszn)!Cos
p= n Zo-. 2 ,(1 - cosn)( osm)in \b) sin (--) cosnmx (45)
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where

+ = ( (46)

and b and Ii are the width and the height of the fully expanded rectangular jet.

According to equation (46) the smallest wave number in the flow direction is k1 .
But the shock cell spacing L, is approximately equal to the fundamental wavelength.

2;; Thus.

I L, =- =(47)

For nozzles with aspect ratios greater than 4. equation (47) may be approximated
by

L. .2(3 -)"', =3)I M.-"" (48)

1 +l(-- 1)/2]

wlere h is the small dimension of the rectangular nozzle. In other words. the
shock cell spacing of a rectangular jet with aspect ratio greater than 4 may, to a
first approximation. be considered to be the same as that of a two-dimensional jet.
Numerical results of equation (48) compared very favorably in reference 135 with
the measurements of references 89 and 136.

Shadowgraphic and schlieren observations in references 132 and 134 reveal that
tlhere are at least two families of large turbulent structures associated with a
rectangular supersonic jet of large aspect ratio. One family involves the flapping
instability wave mode of the jet near the nozzle exit. These instability waves are
instrumental in generating the screech tones of the jet. The other fam;ly was
tentatively identified in reference 132 in the far-downstream region of the jet be:ond
the crossover point of the mean flow. On the shadowgraph this family of large
turbulence structures appears again in the form of the flapping mode of the jet , a
in the plane of tlme long dimension of the nozzle. That is, the two families of hrg
scale flapping motions of the jet are in planes which are perpendicular to each o.,er.
The preliminary results of reference 132 do not shed light on what role this se -Im
family of flapping motion of the jet plays in terms of noise generation. Since 11 e
flapping motion occurs in the far-downstreain region of the jet flow, one possibi!.
is that it might enhance the radiation of low-frequency turbulent mixing nois,
Theoretical analyses of the instability wave modes of rectangular and noncircular jet
have recently been carried out in references 137 to 142. Earlier the instabilities of an
incompressible elliptiL vortex sheet jet were studied (ref. 143). The Rayleigh equation
incorporating the velocity profiles of noncircular high-speed jets is nonseparable, so
that the instability characteristics cannot be determined by the usual instability wave
analysis. To solve this class of problems, new and more powerful numerical methods
nee(l to be (levelo p ed. Efforts in this direction are currently under way.
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Several sets of high-quality far-field noise data from rectangular supersonic
jets have recently been published (ref. 134 and 144). The data indicate that
the measured r.oise can again be divided into turbulent mixing noise, broadband
shock-associated noise, and screech tones. Reference 134 reported that for cold
supersonic jets the relative importance of the three noise components depended
to a great extent on the aspect ratio of the jet. For low-aspect-ratio rectangular
jets, the screech component is unimportant. Because of the asymmetry of the flow.
both the turbulent mixing noise and the broadband shock-associated noise have
nonaxisymmetric radiation patterns. For high-aspct-ratio jets (Aspect ratio > 7)1
the far-field noise is dominated by screech tones. The tones are accompanied by
many harmotics and sometimes even combination tones. This is true in the forward
as well as in the rear arc. (See fig. 35.) An examination of the noise spectra shows
that there is considerable suppression of mixing and broadband shock-associated
noise because of the presence of intense screech tone components. The directivities
of the screech tones are highly three-dimensional. They have not. however, been
studied systematically at this time.

To obtain an estimate of the fundamental screech tone frequency of a rectangular
supersonic jet. one may apply the weakest link argument. According to equation (42)
the futdamental screech tone frequency is given by

In equation (42). the fundamental wave nunber kit may be calculated with equa-
tion (46) and the phase velocity of the large instability wave uc may be taken to be
0.7u.. Figure 36 shows a comparison of tlme numerical results calculated with equa-
tion (42) and the experimental measurenients of references 89 and 132. As shown
over the range of fully expanded Mach numbers up to 1.8. there is good agreenent
between the calculated results and measureuments. The accuracy of the prediction is
comparable to that for axisymmetric jets.

Acoustically Excited Jets

The Phenomenon of Broadband Noise
Amplification

It has been known since the nid-1800's that sound waves can excite and
change time flow of laminar jets. However, only iii recent years have time effects
of acoustic excitation on the noise radiated by high Reynolds iminber turbulent
jets been investigated. References 11 and 145 independently reported a considerable
anil)lification of the broadband noise of a high Reynolds numnber subsonic jet when tile
jet was excited by an ul)stkeam tone. Since these pioneering works the plheiomienon
of tone-excited jets has been studied by a iniiber of investigators (refs. 146 to
149). Most recently a .3ordinated experinental and theoretical investigation on
this subject was cairied out (refs. 12, 13, .18, 150, and 151). Figure 37 shows a
typical result of the noise amplification plhenoinenon. In this figure the noise power
spectra of a high subsonic Mach number jet under unexcited and excited conditions
are plotted. These measurements show clearly that when the jet is excited there is
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Figure 35. Noise spectra of underexpanded supersonic jet in plane of
symmetry parallel to small dimension of the nozzle. Pressure ratio
= 1.45; Aspect ratio= 7.6 (From ref. 134.)

an increase of 2 to 4 dB in the radiated noise across a broad frequency band. The
excitation tone may be a plane wave mode or a higher order azimuthal mode. In
reference 151, when the first azimuthal mode was used the excitation tone was not
detectable in the far field. In addition to discrete tones, broadband noise excitation
was used in reference 146 and similar jet noise amplification was found. The effects
of tones on supersonic jet noise were studied in reference 148. These measurements
indicated a significant increase in the radiated broadband shock-associated noise as
well as in the turbulent mixing noise across a wide spectrum of frequencies.
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Figure 37. Spectra showing noise amplification by tone eP-citation. XM_ = 0.78;
u, = 250 m/see; NVst = 0.63; Excitation level = 136 dB. (From ref. 151.)
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The effects of acoustic excitation on the noise of coaxial jets have been investi-
gated in references 148 and 152 to 154. In reference 153 both discrete tones and
broadband noise were used to excite the jet. The consensus of all the experimental
results appears to be that there is very little change in the noise of a coaxial jet
if the excitation is imposed on the primary (inner) jet. On the other hand, if the
secondary (outer) jet is excited then there is an appreciable enhancement of the radi-

ated broadband noise, just as in the case of a single jet. For jets issuing from nozzles
with complex geometry, such as silencer nozzles, no measurable noise amplification
was reported (ref. 152).

Several important characteristic features associated with the broadband noise
amnplification phenomenon of high Reynolds number subsonic jets are worth noting.

Strouhal Number Effects

Broadband noise amplification is observed only if the Strouhal number of the
upstream tone lies within the unstable Stroulial number range of the jet (refs. 11
and 151).

Excitation Level Effects

Through variation of the intensity of the excitation tone (ref. 11). no noise ampli-
fication was found unless a certain threshold level was exceeded. The measurements
gate a threshold level of 0.08 percent of the dynamic head of the jet. This was
confirmed by the experiment in reference 151.

Noise Source Location

It was observed in reference 155. via telescopic source location, that the enhanced
broadband noise from the jet appeared to come from a relatively localized region at
al)l)roximately three to four jet diameters downstream of the nozzle exit. This is
supported by the near-field SPL measurements of reference 149.

Temperature Effects

For hot jets a somewhat reduced broadband noise amplification effect was found in
references 116 and 148. For cold jets the amplified noise has a nearly omnidirectional
radiation pattern. For hot jets the increase in noise is higher m the forward are. It is
also concentrated more in the high-frequency range of the jet noise spectrum. Under
similar experimental conditions, however, no noise amplification was reported for hot
jets in reference 151. The reason for this anomaly remains unknown.

Forward-Flight Effects

The effects of forward flight on the noise amplificat ion phenomenon were studied
in reference 151. For forward-flight Mach numbers up to about 0.25, it was reported
that the broadband noise amplification in the forward-flight case was the same as
the umexcited jet in the static case. This was true both in intensity as well as in the
spectral distribution
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Mechanism of Broadband Noise
Amplification

It was recognized at the very beginning that the large-scale instability waves ofthe jet flow played a crucial role in the noise amplification pi nomenon (ref. 11).

However, the precise mechanism which led to additional broadband noise radiation

was not known for a long period of time. It is now generally accepted that the
first link of the entire process is the excitation of the intrinsic large-scale instability
wave of the jet flow by the pressure and velocity fluctuations associated with the
upstream tone. Because of the large difference in the wavelengths, the coupling
between the imposed sound wave and the flow instability wave is effective only in
the region near the nozzle.exit. (See refs. 48 and 156.) Once excited the instability
wave, regardless of whether it is in the form of axisymmetric, helical, or higher
order modes, grows rapidly in the downstream direction. When the amplitude
of the excited instability wave becomes sufficiently large, the wave interacts with
the mean flow and the naturally occurring turaulence. The natural turbulence of
the jet consists of both the fine-scale turbulence and the (somewhat random) large
turbulence structures. How the three components of the jet flow interact nonlinearlyis not fully understood even now. But it is certain that energy from the mean flow

is transferred to the excited large-scale instability wave and time natural turbulence.
This energy transfer causes a substantial increase in the rate of spread of the mean
flow of the jet. At the same time there is also a large increase in the intensities of
both the fine-scale turbulence and the large turbulence structures. The increase is
most noticeable in the region near the end of tile potential core of the jet, where the
amplitude of the excited large-scale instability wave attains its maximum value. For
subsonic jets the enhanced fine-scale turbulence causes additional broadband noise
radiation. For supersonic jets the enhanced random large turbulence structures are
responsible primarily for the increased radiation of turbulent mixing noise as well as
broadband shock-associated noise.

A Quasi-Linear Theory and
Comparisons With Experiments

A mathematical model of tone-excited jets based on the above physical processes
has recently been developed (ref. 48). The model consists of two major components.
The first component involves a mathematical analysis of the coupling between
the excitation tone and the large-scale instability wave of the "jet (i e., receptivity
analysis). To determine the coupling constants between the sound waves and the
instability waves, a Green's function approach following tile work of references 157
and 158 is used. The second component is a nonlinear theory of the interaction
between the excited instability waves, the mean flow of the jet, and the natural
turbulence (fine-scale turbulence and random large turbulence structures). Here
all integral approach using a set of conservation equations is adopted. These
conservation equations provide a way to predict the nonlinear spatial development
of the instability wave, the mean flow, and the intensity of the natural turbulence
Models of this kind, with different degrees of sophistication, have been employed in
references 42, 45, 159, and 160. In the quasi-linear theory of reference 48 the mean
flow of the jet is characterized by two parameters. They are the core radius and
the half-width of the mixing layer. Tile natural turbulence is characterized by a
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peak turbulence intensity function q(x), where x is the axial distance downstream.
Tile radial distribution of the turbulence kinetic energy is assumed to be given by a
Gaussian function, as suggested by the measurements of reference 161. The excited
large-scale instability wave is represented by the instability wave solution of the
locally parallel flow analysis. The amplitude of the instability wave A(x) is left as
an unknown in the quasi-linear calculation. It is to be found as the solution of time
wave-amplitude equation according to the receptivity analysis. The wave-amplitude
equation may be written in the form

dA-E = ik"A + Cp.n(x) + C (.Qx) (49)

where k is the local complex wave number of tihe excited instability wave, Cp,
and C,, are the pressure and velocity coupling constants, and Pn(x) and fn(x) are
the pressure and radial velocity distributions of the incident upstream tone. The
appropriate initial condition for A(x) to be used in conjunction with equation (49)
is A(0) = 0 (see ref. 156); that is, upstream of tile nozzle exit the amplitude of the
instability wave is zero.

The numerical results of their model were compared in reference 48 with the
measurements of references 11 and 13. Figure 38 shows a comparison of the
calculated and measured instability wave amplitudes at the centerline of the jet
at a Strouhal number of 0.5 and a jet Mach number of 0.575. The jet is excited
by a tone of the plane wave mode with an intensity of 141 dB at the nozzle exit.
As shown, the calculated wave amplitude compares well with tile measurements all
the way to the end of the potential core. Figure 39 shows a similar comparison
with the measurements of reference 11. The excitation Strouhal number is 0.98 and
the jet Mach number is 0.15. At this high Strouhal number tile excited instability
wave becomes damped in the region close to the nozzle exit so that it does not
grow to an appreciable amplitude. Under this condition tile excited instability wave
amplitude is comparable with that of the acoustic wave which radiates out of the
jet nozzle. Since the wavelength of the acoustic wave is long relative to that of tile
instability wave, tile combined pressure distribution of the two waves produces a
nearly periodic amplitude modulation pattern as shown. Time top part of figure 39
shows the amplitude distribution of the acoustic wave and tile calculated amplitude
of tile instability wave. By combining these two waves and taking into consideration
their wavelengths and phases, we call find the characteristic amplitude oscillations
shown in this figure. As shown, there is favorable agreement with tile reference 11
measurenients even in absolute intensity.

Extensive numerical tests of time quasi-linear theory were carried out in refer-
ence 48. It was found that the theory predicts very little change in tile peak-
turbulence kinetic energy in tile jet flow unless the excitation acoustic amplitude
exceeds a certain level. This nonlinear result of time theory is consistent with tile
observation of a threshold levels in references 11 and 151. Figure 40 shows the effect
of excitation level on the calculated peak-turbulence kinetic energy 4. In this figure
tile threshold levels of reference 11 are also marked by arrows. As is apparent time
measure(d threshold level falls almost exactly on the threshold level of the theoretical
imodel. Time agreement is rather remarkable. This and other agreement suggest that
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Fzgure 38. Calculated and measured instability wave amplitudes for cold jet.
Ai = 0.575; Pressure ratio = 1 25; NSt = 0.5; Excitation level at nozzle
exit = 141 dB; plane wave mode. (Based on ref. 48.)

the quasi-hinear theory does contain all the essential physics of the tone excitation
p)heniolnenioil

Additional Topics

We will now turn our attention to the role of large turbulence structures and
instability waves in subsonic jet noise generation. Presently there is overwhelming
experimental evidence showing that such large structures not only exist in the flow
of these jets but also are the controlling factors in the mixing and spreading of
the jet flow and in the production of fine-scale turbulence. The pertinent question
that needs to be clarified here is whether the noie radiated directly by the large
turbulence structures and instability waves forms the dominant part of the noise
of subsonic jets (as in the case of supersonic jets) or whether the dominiant part
of the noise is generated by the fine-scale turbulence In tile latter case tile large
turbulence structures and instability waves would only play an indirect role in the
noise generation processes

Crow and Champagne (ref. 1) in their pioneering work oni large turbulence
structures appeared to be the first to suggest that indeed these structures were the
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Figure 39. Prediction of centerline pressure fluctuation as sum of acoustic
and instability waves and comparisons with experiments. (From ref. 48.)

dominant direct noise sources of subsonic jets. To quantify this idea, Crow developed
anl oscillating antenna model to describe tihe noise generation process. This antenna
mod.el was later refined and extended in reference 162. Despite all the elaborate
analysis involved in the development of this miodel so far, no numerical results or

serious comparisons with experiments were provided to demonstrate its validity.
Totally independent of tie development of tibe antenna miodel, other researchers,
inspired by the dominance of the large turbulence structures and instability waves

in the dynamics of the flow of subsonic jets, suggested implicitly the existence of a
strong direct relationship between subsonic jet noise and these structures (refs 163

to 165). Unfortunately, after a good deal of effort they were unable to offer definitive
experimental evidence to support their contention. At the present time there is
no reason to dismiss the possibility that large turbulence structures and instability
waves are the dominant direct noise sources of high Reynolds numnber subsonic jets.
However, there is strong experimental and theoretical evidence indicating that the
unsteady motions (noise sources) of the oscillating antenna model are inefficient noise
generators. It is easy to recognize that the oscillating antenna is nothing more than
just a highly simplified form of the instability waves of the jet. The noise generation
processes of instability waves have been discussed in the Noise Generation Processes
section. As noted therein the crucial factor which governs the noise generation
efficiency of these physical entities is the effective phase velocity of the waves. For cold
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Figure 40. Effect of excitation level and Mach number on peak turbulent
kinetic energy for cold jet. Arrows indicate measured threshold levels
(ref. 11). Nst = 0.5; plane wave mode. (From ref. 48.)

subsonic jets the phase velocities of the instability waves are subsonic. From the wavy
wall analogy, these waves are extremely ineffective in producing acoustic radiation.
In reference 60 on sound generated by instability waves, quantitative comparisons
of the noise produced by instability waves in supersonic and subsonic flows were
carried out. The calculations show that instability waves in subsonic flows produce
an insignificant amount of noise when compared with those "in supersonic flows.
Experimentally this loss of noise radiation efficiency in subsonic flows is supported
by the measurements of ieference 11. In these tone-excited jet experiments, the
total acoustic energy radiation to the far field by time excitation tone and the excited
instability wave was compared with time input acoustic energy from upstream of the
nozzle. Over the jet Mach number range of 0.1 to 0.9 and Stroulial number range of
0.1 to 3.5 the two acoustic power levels were found to be nearly equal, so that the
excited instability waves effectively produced very little additional noise

Soon after tile discovery of the large turbulence structures in free shear flows,
it was proposed that vortex pairing was the dominant noise generation medha-
nism in subsonic jets (ref. 166). Following this proposal a sophisticated matlie-
imatical niodel to quantify this noise generation process was developed (ref. 162).
Experimentally it was (lemonstrated that by acoustically exciting a subsonic jet at a
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moderate Reynolds number (NR, = 5 x 104), vortex pairing indeed generated sound
(ref. 167) . However, the measured noise spectrum contained only discrete sub-
harmonic frequencies accompanied by a considerable reduction of the broadband
nose of the jet. In light of this experiment, the issue which is of the greates' concern
is whether vortex pairing is, in fact, a dominant noise generation mechanism in un-
forced high Reynolds number (106 or higher) subsonic jets. In a previous section it
was pointed out that an in-depth experimental study of the large turbulence struc-
tures and the vortex pairing phenomenon in subsonic jets has been made (ref. 6).
The findings reveal that as the Reynolds number of the jet increases, the length of
the transition region (see fig. 2) in which vortex pairings take place decreases. These
observations imply that at su"iciently high Reynolds numbers, vortex pairing might
become such an infrequent event in subsonic jets that it could not be the dominant
noise generation mechanism. This point of view was advocated in reference 168.
Recently it was reaffirmed experimentally in reference 169.

In view of the above conflicting proposals and experimental findings, it appears
that large turbulence structures and instability waves may not be the dominant direct
noise sources of subsonic jets. On the other hand, our understanding of the dynamics
and behavior of the large turbulence structures and instability waves is incomplete
It would, therefore, be premature to make an absolute statement. What is clear at
this time is that a satisfactory self-contained subsonic jet noise theory is still very
much needed.
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7 Airframe Noise

Lead author
David G. Crighton
University of Cambridge
Cambridge England

Introduction

Airframe noise, that is, nonpropulsive noise of an aircraft in flight, became
a topic of intense research interest in the 1970's following initial studies (refs. 1
and 2) in the late 1960's on the development of an ultraquiet military surveillance
aircraft. Extrapolation of the noise levels measured for gliders and light aircraft
to the scales relevant to heavy commercial transport aircraft indicated that then-
current transports might have airframe noise levels at landing approach which were
less than 10 dB below Ihe FAR Part 36 (ref. 3) certification effective perceived noise
level (EPNL). Expectations at that time were that the FAR Part 36 EPNL would
be reduced by 10 dB per decade. These expectations implied a noise certification
problem for new aircraft after about 1985 which could not be solved by power-plant
noise control alone. Increased airframe noise was also to be expected with some
of the large twin-jet transports introduced in the 1970's and 1980's, which featured
much more significant interaction (even direct impingement) between the jet exhaust
stream and the flaps. And further, all studies (ref. 4) in the early 1970's of short
takeoff and landing (STOL) aircraft using underwing jets and blown flaps or upper-
surface blowing for enhanced lift at low speeds had clearly shown that near- and
far-field noise levels from such configurations would be high and would be a strong
impediment to the development of all but small, low-speed STOL transports for
either military or civil applications.

The extrapolated small-aircraft levels were essentially confirmed soon after in
several series of full-scale tests on a variety of aircraft, both jet and propeller driven.
Attempts to understand and correlate the experimental informat;on and to predict
(and ultimately control) airframe noise proceeded, naturally, along two paths. In
the first, a "whole aircraft" approach was taken, in which a correlation of 1/3-octave
sound pressure level (SPL) with aircraft speed, weight, wing aspect ratio, etc., was
attempted for large classes of aircraft. This correlation was based on full-scale and
model data with some rudimentary theoretical underpinning. Such an approach
had its value, not least in providing a first estimate (based on real data for a very
complex interactive noise-generating process) for whether a serious airframe noise
problem was likely to exist for some proposed design or not. However, the whole
aircraft approach clearly needed to be accompanied by a second "component source"
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approach, together with assessment of interactions between sources and between
source and propagation mechanisms wherever possible. Similar approaches had
already been employed in propulsive jet noise research and the limitations of each
seen there (and the need to consider early the interactions in the component source
approach).

Many papers on these two attacks on the airframe noise problem were presented
at the AIAA Second Aeroacoustics Conference in 1975, and the third volume of
the proceedings (ref. 4) of that conference is still required reading. The next 6 or
7 years saw much further work, though the publicly available data base has not been
expanded to include test results for the new large twin-jet transports. Cutbacks
in funding for jet noise research in the 1980's seem to have stopped airframe noise
research, though there are clearly areas in commercial aircraft development where
airframe noise must be expected to be important. One is in the development of

*still larger versions of the Boeing 747 (the airframe noise of the standard 747-100
and 747-200 differs substantially from that of the 747SP, the latter having a much
simpler single-flap system instead of the triple-flap system fitted to the standard
747); a second is in the development of aircraft powered by propfans, or very large
(ultrahigh bypass ratio) shrouded fans; a third is in the development of an advanced
supersonic transport; and a fourth is in the development of powered-lift-assisted
STOL transports.

This chapter continues now with a section giving an overview of the general
results obtained in full-scale aircraft experiments, followed by a section on whole
aircraft noise correlations. Then attention is paid to specific noise-generating
mechanisms (see fig. 1), including flap and wing trailing edges, flap side edges,
undercarriage gear sources, cavity mechanisms, and sources associated with the
fuselage and wing turbulent boundary layers. Problems associated with high-lift
devices and configurations are then discussed. The chapter concludes with proposals
for comprehensive airframe noise prediction schemes and a discussion of possible
means for alleviating airframe noise.

- Vertical tall

f~Slats /

-- -- Clean Winllg

Nonmona

Flal; tail

laidig gear

Figure 1. Sources of airframe noise. (From ref. 27.)

Overview of Experimental Results

Although the first experimental studies of airframe noise were on gliders ani
low-powered small reconnaissance aircraft, the need for data from large transport
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aircraft was very quickly made apparent in the 1971-72 NASA-sponsored Advanced
Technology Transport Study Program. Design features were studied which would
bring jet-engine propulsion EPNL to 20 dB below then-current FAR Part 36
regulations (ref. 3). However, correlation formulas derived from small-aircraft data
indicated that airframe EPNL itself might lie 16 dB below the FAR Part 36 level at
takeoff flyover, 22 dB below at sideline, but only 11 dB below at landing approach.
These levels set an immediate limit on the possible community noise reduction that
could be achieved Jy power-plant noise reduction alone. Gibson (ref. 5) very shortly
after published the first airframe noise data for a (very large) transport, the C-5A
Galaxy, and Healy (ref. 6) reported airframe noise levels for light aircraft and light
twin-propeller transports.

Airframe noise of the C-5A is detectable over other noises only at rather low
frequencies, and the C-5A has several design features (such as 12-segment flaps and
4 main landing gear assemblies each with 6 wheels) which are not typical of jet
transports and which may result in untypical estimates of both intensity and spectral
shape. The measured data were shown on narrow-band analysis to actually comprise
a great number of essentially discrete frequencies, with a typical width of 5 Hz and
each typically 5 to 10 dB above the background. A fairly prominent peak around
100 Hz was identified as noise from the "clean" wing, numerous peaks between 20
and 100 Hz were ascribed to landing gear components, and peaks below 20 Hz were
ascribed to tile gear cavities The gear components were found to increase perceived
noise level (PNL) by 9 to 10 dB, and 100-percent flap deflection increased PNL by a
further 3 to 4 dB, for a total "clean to dirty" PNL increase of 12 to 14 dB. A similar,
though slightly lower, PNL increase of 10 to 12 dB was measured at about the same
time for the Boeing 747 (ref. 7) Gibson (ref 5) obtained reasonable "prediction" of
the C-5A airframe noise using a whole aircraft correlation based on glider and small
powered aircraft data. The correlation, assuming a (Velocity)4 scaling, has even less
theoretical backing than those discussed in the next section and must be considered
as simply a rough first estimate of likely airframe noise levels; the idea that the C-5A
(with wing span of 68 in) has a far field that can be modeled by a compact monopole
is, even at frequencies of 20 Hz, not at all useful for the understanding or control of
the noise.

A number of sets of airframe noise data for small piston-engine-powered trans-
ports, and also for the F-106B delta wing fighter, were published around the time of
Gibson's work. Hardin et al. (ref. 8) give a compilation of data for the overall sound
pressure level (OASPL) measured in these tests. More representative are the later
studies by Putnam et al. (ref. 9) (Lockheed Jetstar, Convair 990, and Boeing 747)
and Fethney (ref. 10) (Hawker Siddeley 125, British Aircraft Corp. 111, and British
Aircraft Corp. VC1O). Data taken directly below these six aircraft in tile clean con-
figuration show a (Velocity) 5 variation of OASPL (see ref. 11, fig. 2). Fethney's
work on the VC10 with various combinations of flap deflection, leading-edge slat
deployment, gear deployment, and gear doors open or closed indicates an increase in
OASPL of 11 dB (and in PNL of perhaps 13 dB) in the fully dirty condition, with
9 (lB ascribed to either full flap or gear deployment individually, and 4 dB ascribed
to having main gear doors open rather than shut (with gear deployed in both cases).
Reported at about the same time were data (ref. 12) taken on a DC-10 in tile clean
coLfiguration; these data showed that tile flyover directivity could be fitted by the
field of two correlated (lift and drag) dipoles. However, the s11 2 (0/2) directivity of
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trailing-edge noise (see the subsequent section) fits the DC-10 data given in figure 10
of reference 11 just as well, where 0 is the angle measured from downstream. This
directivity would be associated also with the (Velocity)5 OASPL variation that was
found by Hardin for six jet-powered transports. Thus we have at least a hint that
airframe noise of a clean configuration is dominated by wing and tail trailing-edge
noise, with increases of 10 dB or more in the dirty configuration, associated with
flaps, slats, gear, cavities, etc.

Since these early full-scale tests, most studies have examined particular com-
ponents in isolation or with inclusion of interaction between two or more noise-
generating components. Further full-scale data have been collected for current air-
craft, in particular for the Boeing 727 (ref. 13), and both full- and model-scale data
have been collected for the 747 (refs. 14 and 15). Reference 15 shows that if low-
frequency peaks, whose frequencies do not change with flow velocity and probably
represent cavity tones, are excluded, then the model- and full-scale airframe noise
data can be scaled according to the following relations: for 1/3-octave band SPL,

SPL,= SPLM + 1log [A-2 (UF l \1 (r)2]

UM rF J (1)

and for band center frequencies,

f = AIM ( L) (2)

where A is the scale factor, UF and UM are the flight velocities at full and model
scale, and rF and rM are the observer distances at full and model scale at the same
radiation angle. The U5 scaling connotes the dominance of trailing-edge noise and
the A- 2 scaling factor represents the influence of the length factors (see eq. (8)).
The possibility of model to full-scale scaling simply by equations (1) and (2) is,
however, unlikely to be general except in clean configurations dominated by trailing-
edge noise. Its success in the dirty configuration (to within 3 dB for the 747) may
simply reflect the dominance of trailing-edge noise for this particular aircraft with
its long segments of triple-slotted flap; it is known, for example, that the airframe
noise of the 747SP differs from that of the 747-100, the former having much simpler
single-slotted flap segments.

All these full-scale studies are described in some detail in earlier reviews (refs. 8
and 11). (Later, full-scale flyover data for the McDonnell Douglas DC-9-31, in a
number of configurations involving gear, flaps, and slats, also became available in
refs. 16 and 17.) To simply repeat the conclusions of each test as summarized there
would be pointless, nor has it turned out to be possible to interpret them all from a
unified point of view. The situation is one in which there are numerous sources of
tonal and broadband sound, with strong interaction between them (e.g., deployment
of flaps may reduce noise from flow over the undercarriage gear, as was noted in
ref. 18) and with very low acoustic power compared with jet noise at takeoff thrust.
The only possible approach seems, therefore, to be based on an understanding of
the separate mechanisms and their interaction. This subject is taken up in later
sections. Theoretical developments are described whenever a theory exists and is
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likely to be relevant to the airframe noise problem. Such is the case for trailing-
edge noise and for undercarriage gear noise; the basic mechanisms are understood,
and in any particular configuration it should be possible to produce scaling laws
and interpret experimental data. For cavity tones, however, although there is a
vast body of literature on theoretical models and model-scale experiments, almost
nothing seems likely to be relevant to the highly irregular flows and geometries of
real aircraft, and emphasis on anything more than one or two simple ideas of "depth
mode" cavity response is likely to be misleading. The results of theoretical and
model-scale study should then be combined into a prediction scheme, and those
predictions then checked against whole aircraft correlations and against data for
similar configurations.

We end this section by noting a number of points relating to experimental study
of airframe noise. Hardin (ref. 11) discusses the placement of microphones flush in a
hard surface, the corrections needed to relate a glide slope path to a constant altitude
flyover, the determination of aircraft position at acousLic emission time, the statistical
problems arising from the aircraft flyover, and the contamination of airframe noise
by residual jet noise. Full-scale difficulties are also encountered if the microphones
are not in the far field; these difficulties were already seen in the C-5A flyovers of
reference 5. Some of these difficulties are more severe in the use (ref. 19) of remotely
piloted vehicles (RPV's) in place of real aircraft. Static model testing for airframe
noise must almost certainly be conducted in an anechoic open-jet wind tunnel, with
low tunnel noise and with shear layer corrections for transmission of sound from the
model to the microphone outside the wind tunnel flow. These corrections are now
well established (ref. 20), but are crucial even at low Mach numbers. They have been
an essential ingredient of several model-scale studies of trailing-edge and gear noise.

An issue has emerged that some localized regions of a wing may be responsible
for a large fraction of total airframe noise. To study these localized regions (flap side
edges), source location techniques are needed and have been much developed for jet
noise research in the late 1970's. Far-field correlations, far- to near-field correlations,
and directional microphones have been used (refs. 21 to 23) for airframe noise work.
Far- to near-field correlations require some idea of the underlying mechanisms,
whereas all directional microphones, including far-field correlation arrays, merely
infer an equivalent source location. These techniques can be used to best advantage
at model scale, but a major problem then is to retain the correct balance between
mechanisms, some of which may be highly sensitive to Reynolds number.

Whole Aircraft Correlations

In the early days of airframe noise research, a number of correlations were devised
for the prediction of airframe noise from measured full-scale aircraft data, given the
major aerodynamic parameters of the aircraft. These are given here essentially as
a summary of those measured data and as a means of getting a first estimate of
the order of magnitude for the airframe noise of an aircraft in the same class as
those providing the data. The fact that the formulas often contain the velocity
and directional dependence of a single compact dipole (with vertical axis) should
not be taken to imply that the dominant source is a vertical dipole associated with
unsteady flow over the wheels or any other particular source. The formulas are
simply convenient approximate fits to data in which a number of mechanisms are
probably comparably important.

395



Crighton

Revell, Healy, and Gibson (refs. 24 and 25) analyzed data taken for the most

part on older small transports (Douglas DC-3, Convair 240) but also with input
from C-5A Galaxy data. They obtained

g (sine)' I
OASPL= 10log [ 'rS (AR4 +28.0 dB (3)

where E is the observer angle from downstream and r the observer distance, both
presumably at emission time, while U is the flight speed, S the wing area, and
AR the aspect ratio; AR = b/c with b the span and c the mean chord. Along with
equation (3) goes a universal spectrum (fig. 5 of ref. 25) with a peak frequency 1.3U/t
with t the mean wing thickness at the mean chord location. These relations refer
to the clean (cruise) condition for which trailing-edge noise probably dominates.
The prediction of OASPL which they give is in reasonable accord with estimates
quoted in the next section for trailing-edge noise of clean configurations, although
the functional dependence of equation (3) is quite wrong for trailing-edge noise
(as discussed subsequently). For "dirty" configurations, the levels predicted by
equation (3) should be raised by between 9 and 12 dB.

The background to equation (3) is described by Healy (ref. 25), who shows further
that equation (3) can be applied to predict the airframe noise of a range of small to
large jet transports only if the proportionality constant (28 dB) is allowed to vary
significantly from one aircraft type to another-although the speed and aspect ratio
exponents appear to be useful over some range of types. Equation (3) as it stands
overpredicted the noise (engine noise removed) of the F-106B fighter (delta wing) by
36 dB and of a Jetstar small jet transport by 20 dB. No method-other than having
a number of different proportionality constants for different types-was found to
extend the whole aircraft method to cover aircraft of widely differing wing planform.

A "total aircraft correlation" similar in spirit was given by Hardin et al. (ref. 8),
who regarded the airframe noise as generated by a vertical unsteady lift dipole
and determined the dependence of the dipole parameters on the aircraft parameters
(weight, span, aspect ratio) and on speed U through a regression analysis of data
mainly for light propeller-driven transports. This scheme shares the problems of
equation (3), namely reference to an inappropriate (dipole) model for the basic
mechaism and a strong dependence on aspect ratio that is seen later to be erroneous.
Nonetheless, these early prediction methods laid the basis for the belief that the
approach airframe noise of large transport aircraft current in the early 1970's lay no
lower than FAR Part 36 level minus 10 dB.

A first attempt to break the airframe noise field into constituents representing
acoustic mechanisms associated with wing and flap trailing and side edges, under-
carriage gear elements, wheel wells, etc., was taken in the "drag element method."
The method was described in reference 24 and applied specifically to the C-5A
Galaxy in reference 26 to estimate the noise spectra from the profile drag of the wing,
fuselage, engine nacelles, leading-edge slats, and horizontal tail and from the induced
drag of the wing/flap vortex system. Rom a large number of similarity scaling
hypotheses, the method derives expressions for the dipole sound field associated
with the various aerodynamic elements, using flight data for different configurations
of the same aircraft to determine the numerous proportionality constants. The
main flaw in the method is that a variety of mechanisms are forced into the
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same dipole straitjacket, which is a reasonable representation of only some sources
and not a reasonable representation of sources associated with large sharp-edged
surfaces. In the next sections, we therefore describe in detail the features associated
with particular aerodynamic and geometrical configurations and emphasize aspects
which can be clearly understood from accepted aeroacoustic theory and which are
demonstrated in careful model or full-scale experiments. Mathematical developments
are not given.

Hardin et al. (ref. 8) first attempted to develop such a "component analysis." That
work, valuable as it was at the time, has been overtaken by improved understanding
of a number of specific mechanisms (trailing-edge and gear noise) and the availability
of much more model and full-scale data. A component scheme which- makes use of
both the additional understanding and the data is that of Fink (refs. 27 and 28),
described in a subsequent section.

Trailing-Edge Noise

Theoretical work on the sound from interaction of unsteady flow with the edge of
a large flat plate predates experimental proof of the relevance of it to airframe noise.
The essential result, due to Ffowcs Williams and Hall (ref. 29), is that if the flat
plate can be taken as semi-infinite, of negligible thickness, and lying in the planes
0 = ±180', then the far-field intensity varies with 0 as sin 2 (0/2) and scales with
a typical flow velocity Uo as U5o. These basic dependences are independent of the
nature of the unsteady flow near the edge. The theory underlying them has been
applied to the passage of a vortex ring past the edge, and the theoretical predictions
have been confirmed in great detail in the papers of Kambe and his colleagues (see
ref. 30, in which theory and experiment agree, with no adjustment of the predictions,
to within fractions of a decibel over the full angular range).

Theoretical Half-Plane Trailing-Edge
Problem

The angular variation and the velocity scaling suggest that the half-plane
scattering mechanism has a non-multipole form, and this is brought out in detail
in reference 30 where the 3/2-pole character is made explicit. Earlier, Powell
(ref. 31) had considered the problem and obtained the U, scaling by arguing that the
turbulence correlation scale should have its usual eddy size £ for directions normal to
the edge, but a value of t/M (i.e., an acoustic wavelength) for directions along the
edge, where M is a flow Mach number. This incorrect argument (which could not
give the results observed by Kambe for a strictly deterministic process) is another
example of the many misconceptions that arose in the 1950's and 1960's about
the nature of aeroacoustic sources associated with different geometrical scattering
boundaries. A simple way of understanding the half-plane velocity scaling and
directivity was given by Crighton and Leppington (ref. 32), who show also how
the corresponding results can be quickly obtained for a wedge of arbitrary angle.
The derivations in reference 32 make it clear that the non-multipole character of
the field is an immediate consequence of the fact that the scattering sharp-edged
surface is noncompact relative to the acoustic wavelength. For further discussion see
references 33 to 35 for review articles.
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Howe's Approach

A fairly satisfactory theoretical understanding of the trailingedge problem has
been achieved with Howe's review (ref. 36) in which numerous partiatly overlapping,
partially conflicting theoretical approaches are reconciled and generalized to include
a number of effects, including those associated with motion of the aeroacoustic
sources relative to the edge and of the edge relative to the far-field observer and
those associated with satisfaction, or partial satisfaction, of a Kutta condition at
the edge. The essential steps in a theoretical calculation ignoring any leading-edge
effects are as follows. First write down an inhomogeneous wave equation, from
Lighthill's aeroacoustic theory (ref. 37), in a frame in which the plate is at rest;
allow for mean flow past the plate and for the convection effects associated with
the "primary" turbulence field and with any vortkity shed from the edge. Solve
the wave equation by convolving the "sources" with an appropriate Green's function
(essentially, after transformation, the static fluid Green's function with zero normal
velocity on the plate), take the far-field limit, and transform coordinates to emission
time coordinates appropriate to the flyover noise problem with static fluid at the
observer location and the plate in motion. Finally, attempt to express "source"
quantities in terms of measurable quantities, such as the pressure spectrum on the
plate near the edge (and also determine, by imposing a Kutta condition if that is
thought appropriate, the strength of any vorticity shed into the wake, and express
the wake vorticity sources in terms of measurable quantifies). In the first analysis of
this kind (ref. 29), Ffowcs Williams and Hall ignored all convection effects and vortex
shedding and obtained, by convolving a dimensionally correct model of the Lighthill
quadrupole source with the static fluid half-plane Green's function, the result

V) ,PoUAoV 2 M (.) sinasin2(O/2)cos3 0 (4)

for the mean-square far-field pressure generated by all eddies within a correlation
scale 6 of the edge and covering a length L of the edge; V is a typical mean velocity
(ignored except in defining the quadrupole strengths), p, is ambient density, uO
is root-mean-square (rms) turbulence velocity, Mv is turbulence convection Mach
number, and the angles are as depicted in figure 2, being measured, together with
the distance R, at receptwn time. (See ref. 36, eq. (7), for the explanation for
the predicted cos 3 # dependence on trailing-edge sweep angle 0.) Howe (ref. 36)
shows how the dominant features of equation (4), that is, the (Velocity)S scaling
and sin 2(0/2) directivity, are unchanged except in numerical magnitude by the
imposition of a Kutta condition. They are changed only by certain Doppler factors,
discussed below, by convection effects. Equation (4) underlies all recent attempts to
correlate experimental data on trailing-edge noise. The aim of a more refined theory
is only (1) to expose explicitly convection effects, which can be large even at landing
approach conditions, (2) to estimate the uncertainty in predicted far-field level which
goes with uncertainty over the edge condition, and (3) to suggest near-field quantities
that might be used to get the best collapse of data for correlation and prediction
purposes.
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'I I

Figure . Turbulent flow over a wetted span L of a trailing edge. The obserer I

has coordinates (, , a) at reception ime.

Howe (ref. 36) has given such a unified theory. In the absence of any vorticity

shedding into the wake and fo,; an observer fixed relative to the plate, he sh~ws thati

i_2, c p noV 2 My(L 3 ), 1 sin acsin2 (G/2)os$ fi
u't)= c'' , R ) 1 +MoR) 2(l - Mf,,f) 2(1 - Afvi sin a) (5

in which cx is a numerical dimensionless longitudinal integral scale of a vorticity
distribution associated with the incident turbulence, V is now the convection velocity,
and 13 is the vorticity correlation scale parallel to the edge. He notes that if/ << 1,
then the principal turbulent source contribution to this estimate is what he refers
to as the "principal edge noise dipole," the component normal to the half-plane
of the acoustic dipole Q = S? x V, where 5? is the flow vorticity vector. This

component involves the incident vorticity parallel to the edge and the vorticity
convection velocity normal to the edge. However, the scattered field induced by

S the interaction of this forcing dipole with the edge of the half-plane is not dipole, as

, equation (5) makes clear.
The three Doppler factors in equation (5) involve Mach numbers defined as

follows: MoR is the component in the observer direction of the mean flow Mach
number (relative to the plate); MvR denotes the component in the observer direction
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of the turbulence convection Mach number, and Mtl is the component of the
turbulence convection Mach number normal to the edge in the downstream direction.
Equation (5) reduces immediately to the basic Ffowcs Williams and Hall result
(eq. (4)) when all convection effects are ignored. Howe's theory also supplies the
power spectral density of (V) in the form

Sim - 01 (6)

where X is a vorticity spectral density in wave number (wave numbers normal and
parallel to the plate edge) integrated over the boundary layer thickness, w is the
circular frequency, 4 is the vorticity correlation scale normal to the edge, and I,
is the com-ection velocity component normal to the edge. Equation (6) produces
equation (5) with the identification

cxo X(s,0)d- (7)

For flyover noise prediction we express equation (5) in terms of emission coordi-
nates (r, e, ) with e = 0* on the downstream continuation of the plate. Then in
the flyover plane 4P = 0' (and with consistent neglect of all 2

2 terms throughout),
we have

V u2 V2 Afz (Lf 3 \ (1- Afo+ M1I)sin2(0/2)coS3 (8

21r r2 (l+AfocoSe)3[l+(Mo-MAl)cos]2

Now, if vortex shedding is allowed and its strength determined by a Kutta con-
dition (of finiteness of all fluctuating velocity components at the plate edge), the
corresponding result is

V p( (1 + Mo cos )2K ) = V1 )(, - )11 + (M. - M.1 ) cos e]i (9)

in which the wake vorticity has convection velocity WI normal to the edge, M., is
the corresponding Mach number, and or = WV/V is the ratio of convection velocity
magnitudes for the wake and incident vorticity. Thus at E = 900, where convection
effects are absent, imposition of the Kutta condition reduces the mean-square
pressure by (1 - a) 2 . The interaction between turbulence and the edge produces
no sound if the convection velocities are equal. Howe estimates that MvI 0.7M0
for sources in the upper part of a turbulent boundary layer and At,,, 0.5M for
the wake, and he shows that then for M,, = 0.3, equation (9) represents a decrease
in SPL of 9.8 dB at E = 0*, 10.9 ,B at E) = 900, 12.6 dB at ( = 1800.

The main difference between (p) and (p2) is one of magnitude, typically 11 dB
at Mo = 0.3, and this should be considered in correlation schemes. The status of the
Kutta condition for unsteady flow is now fairly well understood (ref. 38) for laminar
flow near the edge of a flat plate in the unseparated regime. The Kutta condition
applies provided, essentially, that the Strouhal number is not greater than Ret /4 ,
(Re is Reynolds number) and that the amplitude of the forcing is appropriately

400



Airframe Noise

small (see reE 38 for details). However there is no corresponding theory, or even
a widely accepted set of data, for turbulent flow near the edge of a wing, even in
the clean configuration, let alone with multiple flaps at very high angle of attack
(though attention must be called to ret 39 on a theoretical model for turbulent flow
near a flat plate trailing edge). We might hope to overcome this ignorance as to the
extent to which the Kutta condition is satisfied by reworking the theory in terms
of a fluctuating pressure field on the plate, near the edge, as the specified source
function. Howe (ref. 36) obtains the appropriate expressions, with and without the
Kutta condition, but shows that precisely the same indeterminacy arises. Faced with
this-and the likelihood that the edge condition may change from one configuration

to another, so thal no universal results could be obtained for the magnitude of
(j2)-the only course of action is to use the functional forms of equation (8) and
to determine cx empirically for a configuration close to the actual one. The no-

Kutta-condition case provides an upper bound. Model-scale experiments may not
be appropriate, since the nature of the edge flow is highly sensitive to Reynolds
number.

The possibility of expressing the far field in terms of surface pressure measure-
ments near the edge is an attractive one, but can be achieved only if the Kutta
condition applies (otherwise the pressure is infinite at the edge) and provided that
the eddy convection velocity V is constant through the boundary layer (or provided
that the dominant incident pressure sources are located in a region of effectively con-
stant V). Then Howe (ref. 36), extending the formulation of Chase (ref. 40), obtains,
for the far-ficld spectrum SK(w) with Kutta condition imposed, the relation

2MvLsin a sin2 (0 /2) cos f
SK( =7rR2(1 + MoR) 2 (1 - MVR) 2 (1 - MwR) 2 (1 - MV sin a)

-f [/ o K(M,,/*3,i (10)

where p3 = w cos a/cO with c, the ambient speed of sound. In equation (10) HK
is the wave-number-frequency spectral density of the mean-square pressure on the
plate (pK), so that

2~) r+OOII(L,3 d~1d

The integral in equation (10) over p1 gives a quantity 1K(93,w) which can be
determined from correlation measurements parallel to the edge, and in time, at a
fixed location close to and just upstream of the edge.

Equation (10) can be simplified further if we make the approximation of refer-
ence 41 that w cosa/co << t "l , for then

IIfW(p3 ,J) ; flk(0,O) = f3 ¢(w6/V) (11)
where (w6/V) is the (point) frequency spectrum of the surface pressures near the
edge. For the far-field spectrum we then have

SKM =2 (L3 M\ Msinasin2 (O/2)cos6O(w6/V) (12)
S = ,'R2 (1 + MoR)2(1 - MVR) 2 (1 - MtR)2 (1 - Mvt sina)
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which reproduces the dimensional result in equation (9) for (K) when integrated
over w and transformed from reception to emission time coordinates (and provided
that the angle P is small, as in most applications). A very significant aspect of
equation (12) is its prediction that the spectral shapes SK(w) and i(w6/V) are
the same when wcosa/co << W1 and 13 does not strongly depend on frequency.
This prediction is remarkably well borne out in one of the experimental findings of
reference 42, reproduced here as figure 3. Note that the theoretical prediction of
identity of the spectral shapes requires the Kutta condition to be satisfied.

Surface microphone Fa-field microphone

Lfel Level

10d1 10 dB

L IL I I I II I I I I
0 2 4 6 8 o0 2 4 6 8 10

Frequency, kHz Frequency, kHz

Figure 3. Comparison of spectral density functions for surface pressure
fluctuations near a traling edge and for far-field pressure fluctuations.
(From ref. 42.)

Summarizing his examination and development of theoretical work on the half-
plane trailing-edge problem, Howe (ref. 36) concludes that

1. All theories are in agreement on the SPL scaling at 90' to the flight path as
Lt 3V 5(l - Mo - Mo1) with L the wetted span, t3 a correlation length parallel to
the edge, V an eddy convection velocity, Mo the flight Mach number, and Ml
the eddy convection Mach number component normal to the edge.

2. There are large differences (11 dB at 90') between the SPL's for the
Kutta-condition and no-Kutta-condition cases (though only weak differences in
directivity).

3. Some evidence exists (e.g., that associated with fig. 3 and eq. (12) and also
a considerable number of aeroacoustic problems where acoustic forcing of an
attached flow is concerned (ref. 38)) to support the Kutta condition; however
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there is an urgent need for a study of the appropriate edge conditions in
circumstances closer to the traifing-edge noise problem.

4. Forward flight and turbulence source motion can be represented, at least for
moderate Mach numbers, by various Doppler factors given in equations (8)
and (9).

5. The possibility of relating the far-field spectrum directly to measures of the
surface pressure on the plate near the edge is a real one (though probably of
limited applicability); the appropriate experimental input on the surface pressures
is now required.

6. At high convection and wake Mach numbers, the predictions of equation (8) will
remain valid provided that compressibility effects on the turbulent sources can
be neglected, a neglect which needs further study, theoretical and experimental.
(The argument for the correctness of the Doppler factor expressions at high
Mach number does not come from ref. 36, where O(M 2 ) terms are systematically
neglected. However, for an idealized problem of so-called "diffraction radiation,"
all Mach number terms can be included exactly, and then the results are found
to involve only precisely those Doppler factor effects which are found at low M
(see ref. 43).)

Amiet's Approach

An alternative theoretical approach to trailing-edge noise has been developed by
Amiet (refs. 44 to 47), who immediately takes as input the convecting surface pressure
spectrum upstream of the edge. The induced loading of the airfoil is then calculated
by standard gust-interaction methods, which allow incorporation of all finite Mach
number effects within linear theory, but which treat the airfoil as extending to infinity
upstream. In the subsequent evaluation of the radiation field by integration of the
surface pressure dipole field, the integration is performed only over the region actually
occupied by the finite airfoil, with the result that the acoustic field vanishes on the
upstream axis (as is required of the exact solution), whereas that of equation (10)
does not and indeed attains its maximum value there.

The Kutta condition is satisfied in Amiet's work, which produces expressions
corresponding to equations (10) and (12). It too predicts the identity of far-field and
near-field pressure spectral forms provided that 13(w) is taken to be independent of
w, as was done above. In reference 45 Amiet points out, however, that integration
of the well-known data of reference 48 yields 13(w) ; 2.lV/w, which actually implies
a faster high-frequency rolloff for the far-field spectrum than for the near-field-as
indeed is seen in figure 3. Finally, mean flow Mach number effects are included
exactly in Amiet's work, though since this involves an exact linearized calculation,
the vorticity is always required to convect at the free-stream velocity, and differences
between that velocity, the convection velocity of eddies in the boundary layer, and
the convection velocity of eddies in the wake, which appear in Howe's model, are
excluded. In reference 49, Amiet has returned to this issue, pointing out that the
eddies in the wake can convect at a speed other than that of the free stream only if
the wake itself supports a loading and that this fictitious loading may contribute to
the trailing-edge acoustic field in an unintended, physically spurious way. This raises
questions as to the correctness, for acoustic calculations, of models which attempt to
incorporate "realistic" flow features such as differences in convection velocity from
one flow region to another.
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Experimental Study of nailing-Edge
Noise

Turning now to experimental study of trailing-edge noise, early work by Hayden
(ref. 50) suggested that a sixth power of velocity provided the best collapse of his
spectral data. However, Fink later reanalyzed these data (ref. 51) and showed (his
fig. 6) that a very much better fit over the entire frequency range considered (in
which the Strouhal number based on the width of a jet used to provide turbulent
flow over the trailing edge of a large plate varied from 0.6 to 100) was obtained
using a fifth power law. Fink (ref. 51) also conducted his own experiments, studying
the surface pressures and far-field sound both from incidence fluctuations (when
an airfoil was exposed to turbulent fluctuations in the incident flow) and from
trailing-edge interactions (when the airfoil was faired into the nozzle wall of a large
rectangular nozzle, providing a turbulent flow over the trailing edge when a grid
was placed upstream in the nozzle). Although far-field data were taken at several
angular stations, details were given only for 0 = 120' from downstream, so that
the directivity variation sin2 (0/2) cannot be checked. However, Fink did display
1/3-octave far-field spectra (at 0 = 120') for mean flow velocities from 31.5
to 177 m/sec and for grids producing two different turbulence levels. These
1/3-octave spectra, normalized on (Turbulence level) 2 and (Velocity) 5 , collapsed onto
a single curve as a function of frequency normalized on mean velocity and transverse
turbulence velocity correlation scale (obtained from hot-wire probes near the edge).
Even better collapse is obtained if the high-frequency portions of the spectra at
the highest velocity, probably dominated by background noise, are omitted. The
collapsed spectra given in figure 3 of reference 51 thus provide at least a first estimate
of the spectrum O(w/V) of equation (12). Those spectra have a decay very close
to f-3 from f6/Uo = 2 upward, where f is frequency, b transverse correlation scale,
and U0 mean velocity. There is no theoretical basis for an f- 3 spectrum unless the
f-

3 decay is built into some assumed model for the surface pressure spectrum 0 in
equation (12).

Before going on to prediction of trailing-edge noise from measured surface
pressure data, mention should be made of references 42, 52, and 53 by Tam, Yu,
and Joshi. First, in the theoretical part of reference 52 the authors emphasize the
effects on the directivity of trailing-edge noise which are associated with diffraction
by the leading edge. To obtain a tractable problem, they take a large finite plate
in static fluid with a dipole normal to the plate and just beyond the (trailing) edge,
the "half-baffled dipole" corresponding to Hayden's view (ref. 50) of the trailing-
edge noise mechanism. This approach does give the correct velocity scaling and
directivity for the half-plane problem if correctly handled (see ref. 36). A formal
solution for the Tam and Yu problem can be written in Mathieu functions, and these
determined numerically. The essential feature of the result is that the directivity
oscillates increasingly rapidly with angle as the ratio of plate length to wavelength
increases. A simple theory accounting for primary diffraction at the leading edge
of sound generated at the trailing edge predicts the right features in a gross sense,
but exaggerates the rapidity of the fluctuations, which are to some extent smoothed
by multiple diffraction effects correctly accounted for in the exact solution. These
results cannot be applied in detail to the full-scale problem; the interference effects
depend critically on detail of the source and the diffracting body which is not properly
represented in the model, and one can safely say only that in the flyover plane of
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principal interest for airframe noise, the infinite half-plane directivity sin2 (0/2) can
be regarded as the envelope of the actual directivity functions at high frequency.

Next, Yu and Tam (ref. 42) reported flow-field observations of a wall jet issuing
from a rectangular nozzle and passing over the sharp edge of the wall some
8 nozzle diameters downstream. The configuration resembles an upper-surface-
blowing arrangement more than a conventional wing or flap trailing edge, but it
is mntioned here because the authors suggest that the essential features somehow

imply a mechanism of trailing-edge flow and noise production different from that
underlying the types of theory reviewed in reference 36. The flow pattern was found
to be rather coherent, dominated by a series of large, essentially two-dimensional
vortices in the upper (jet) shear layer and a similar series of vortices, of opposite sign,
convecting in the "wake" shear layer. In fact both shear layers are jet-type shear
layers, separating the same core jet from ambient static fluid, and the dominance
of large-scale vortical structures in these fully turbulent shear layers is now widely
accepted. Such structures produce sound by two mechanisms. First, when such a
"large eddy" structure is farther than a characteristic eddy length from the edge,
it generates sound of quadrupole type at a low frequency of order uo/ where u.
is the rms velocity and t the eddy scale; effects on the frequency and amplitude
of eddy convection at a velocity V >> uo arise only in Doppler factors, leading
to considerable convective amplification downstream. In contrast, the interaction
between such a large eddy and the sharp edge on a large body is of precisely the
kind described by trailing-edge noise theory. It has a frequency VI controlled by
convection (or by the mean flow velocity U, as the eddy is detached from the edge), an
intensity scaling with velocity as V5 rather than quadrupole V8, and a sound field of
the sin2 (0/2) kind peaking in the upstream direction. Trailing-edge noise theory may
not yet have been specifically adapted to the upper-surface-blowing configuration,
but there is certainly no contradiction between the requirements of that theory and
the flow features seen by Yu and Tam.

The two mechanisms can be seen in data (figs. 12 and 13) of Joshi and Yu (ref. 53),
who examined differences in the large-scale structures of the same wall-jet flow pro-
duced by profile-modifying grids upstream of the nozzle exit. They found, for all
three mean jet profiles that could be achieved, a sound intensity and spectral level
scaling with velocity to a power of 8.6 to 8.8 at an angle of 450 from downstream
(consistent with quadrupole radiation plus some further convective amplification)
and with velocity to a power of 6.1 to 6.6 at 900. These results suggest at least the
emergence of trailing-edge noise itself as the angle from downstream is increased,
but a definitive conclusion could be reached only from data much farther into the
forward arc, where theory predicts that quadrupole noise will reduce rapidly and
trailing-edge noise will continue to increase. A furthtr point to be made is that tie
phase opposition (difference of 180') measured in references 42 and 53 at correspond-
ing points on either side of the edge does not identify dipole radiation; the "scattered
field" of trailing-edge noise theory has such phase opposition, but is not dipole if the
surface concerned is large compared with the wavelength. There seems to be no
reason at all for thinking in dipole terms about these experiments, and the velocity
exponents of 8 and 6 at 45* and 90' suggest only that the quadrupole field is giving
way to a lower exponent field as 0 increases. The same criticism-of the irrelevance
of dipole ideas in the trailing-edge noise problem-should be made of the studies
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of references 54 to 56 (the latter finding a V5 law and talking sometimes in the
language of Howe's trailing-edge noise theory and-sometimes in dipole terms).

Prediction of Trailing-Edge Noise From
Measured Surface Pressure Data

Brooks and Hodgson (ref. 56) made the first determined attempt to provide
the surface pressure data called for by Howe and to relate these to far-field acoustic
data. They took surface pressure data from about 0.5 to I hydrodynamic wavelength
upstream of the edge of a symmetric airfoil, with flow on both sides and with
tripped turbulent boundary layers. Cross-spectra in frequency were determined
and compared very favorably with the predictions of the scattering of evanescent
pressure waves. In the evanescent wave theory (refs. 36, 40, 41, and 57), a convected
pressure field travels past the edge without any wetting of the surface and edge by
a mean flow. The problem for a half-plane is then essentially a classical no-flow
acoustic problem, and the issue of a Kutta condition at the edge simply does not
arise; there is no downstream wake, and yet the pressure differential vanishes at the
edge. Brooks and Hodgson (ref. 56) add that in further analysis of data taken in an
earlier study (ref. 58) they had found no significant component of wake vorticity with
sign opposite to that of the incident boundary layer and coherent with the incident
pressure field. (They did, on the other hand, state in their earlier study that far-field
noise measurements fell far below the no-Kutta-condition estimate, implying then
that a Kutta condition must be in force-but that conclusion must be set aside on
the basis of the later study.)

Far-field noise spectra were also taken by Brooks and Hodgson, applying well-
established corrections (ref. 20) for refraction across the shear layers of the open-jet
wind tunnel flow around the airfoil. The 90' OASPL was found to scale with free-
stream velocity U0 to a power very close to 5 (see fig. 4), and 1/3-octave spectra,
normalized on p(U.o/co)(L6*/R 2), collapsed acceptably as a function of f,6*/U,
fc being the band center frequency and 6* the displacement thickness. Directivity
of the OASPL (reproduced as fig. 5) followed very closely the predicted directivity
for the no-Kutta-condition case from equation (8); significantly less good agreement
would be obtained with equation (9). Also shown in figure 5 are the measured and
predicted (sin2 19/(1 + Mo cos 19)6) directivities for the compact dipole aerodynamic
sound (ref. 59) from flow over a thin circular rod replacing the airfoil; the 900 OASPL
for the rod scaled very accurately with U6 . Note the appearance of six powers of the
Doppler factor, normally associated with a quadrupole source, rather than dipole.
The prediction of six powers, rather than four, was given in references 60 and 61.

Brooks and Hodgson also gave far-field 1/3-octave spectra for the (symmetric)
airfoil at 5' incidence and for the airfoil at zero incidence but with a number of
trailing-edge modifications. The small incidence led only to an increase of the low-
frequency noise by several dB, with no significant effect on OASPL or on perceived
noise level. Modifications to the edge also caused surprisingly little change, even
when a flap deflected 17.50 was fitted. In all cases, cross-spectral phase data
indicated that the source of noise was located at the new edge locations-but see
later comments on the work reported in reference 22.

Brooks and Hodgson also made direct predictions of the far-field spectra from
surface pressure measurements, essentially using the prediction of equation (10), but
with allowance for a variable convection velocity through the boundary layer and with
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Figure 4. Overall sound pressure level of trailing-edge noise as a function of
free-stream velocity U0 . a = 900 (flyover plane); G = 90'. (From ref. 56.)

MwR set equal to zero in accordance with their assertion that no vortex shedding
coherent with the turbulent excitation was taking place. The forcing spectrum 11 was
obtained experimentally from correlation measurements just upstream of the edge.
The approximate result (eq. (12)), with V assumed constant, was also evaluated
from measurements of the point pressure frequency spectrum upstream of the edge.
Figure 6, from reference 56, shows that for E = 90' and the two mean velocities
tested, equation (10) can indeed be used to give an accurate outright prediction of
the far-field spectrum at and above the peak spectral frequency (which is adequate
for approach EPNL calculations) and also that the simplified model (eq. (12)) gives
a sufficiently accurate result for most purposes. Overall, the conclusion of this
study is that for clean laboratory conditions, surface pressure data can be used with
evanescent wave theory (with no allowance for vortex shedding) to accurately predict
directivities and far-field 1/3-octave spectra. In reaching this conclusion, however,
Brooks and Hodgson do not reconcile their suppression of all effects associated with
vortex shedding with Howe's requirement that the Kutta condition be satisfied if
surface pressure measurements near the edge are to be used.

Two further pieces of work on trailing-edge noise for model configurations must
now be discussed. These theoretical analyses make some allowances for the relaxation
of the turbulent flow as it is convected past the edge. First, Howe (ref. 62)
extends his earlier theory (ref. 36) by allowing for displacement thickness fluctuations
on the upstream boundary layer. These convect past the edge and evolve into
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Figure 5. Dlrectivt, of trailing-edge noise OASPL i flyover plane as function
of emission-time angle e. Data corrected for wlnd-tunnel shear layer
refraction. (From ref. 56.)

displacement thickness fluctuations in the wake. The wake can support symmetric
and antisymmetric large-scale disturbances, whose amplitudes are chosen so that no
mass flux occurs out of the boundary layer plus wake and so that an unsteady Kutta
condition is satisfied at the trailing edge. However, the mass fluxes associated with
boundary layer and wake do not vanish individually, and they combine to produce
an acoustic dipole field, with the dipole axis in the downstream direction. At Mach
numbers of interest in the airframe noise problem, this dipole does not change the
field below the aircraft and slightly increases the field ahead of the aircraft, with a
larger increase downstream which is likely to be masked by other fields.

A quite different approach is taken by Goldstein (refs. 63 and 64), who models
the leading- and trailing-edge noise problems by calculating the interaction between
a gust on a nonuniform shear flow and the edges of a flat plate immersed in the
flow. This generalizes the idea of convected pressure disturbances which generate
an evanescent field at the plate in potential flow. It is argued that the approach
deals correctly, in linearized theory, with the relaxation of the gust disturbance as
it experiences the change in boundary condition at the plate edge and also with the
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plane); e = 90"; Po = 20 uPa. (From ref. 56.)

convective amplification and fluid shielding of the edge-generated sound passing from
the edge through the flow. It is also claimed that the approach allows satisfaction of
a Kutta condition at a trailing edge, in the sense of zero pressure differential across
the plate edge-but in this approach there would not be the singular concentration
of wake vorticity that is needed in potential flows to satisfy such a condition.

Details of the solution for the scattered field associated with some prescribed
incident gust upstream depend on a Wiener-Hopf factorization, which generally
depends on details of the mean flow. High- and low-frequency estimates can, however,
be obtained for the distant acoustic field directivity. At low frequencies, the mean-
square pressure at an observer located in static fluid and at rest relative to the plate,
around which there is flow of limited extent, is

sin2 (0/2) (13)
( 1 - M(y,) cos 0]2

where 0 is the angle measured from the downstream continuation of the plate, as
earlier, and M(yc) is the convection Mach number of an incident gust vorticity
distribution concentrated at some particular level y, from the plate. This is precisely
the directional distribution of equation (5) or (10) if we confine attention to the
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flyover plane a 900, ignore any effects associated with the concentrated shed
wake vorticity (Mw = 0), and also set the quantity MoR equal to zero because for
comparison with Goldstein we must take the mean flow Mach number to have its
value at the observer location when the observer is at rest relative to the plate.

The high-frequency solution involves a "zone of silence" centered downstream,
outside which (i.e., for angles where edge noise might not in any case be masked by
other noise fields):

sinO (1 + Mo) cosOl 1 /2
S[1 -M(y)cos0] 2(1- Mocos0)2 1t+ (1 -M 0 )cos0J (14)

Goldstein (ref. 64) claims that the convection factors here greatly change the
directivity from the basic cardioid sin2 (0/2) of Ffowes Williams and Hall (ref. 29)
with its increase toward 0 = 1800. When Mo = M(yc), which Goldstein takes, this
is certainly the case, and the directivity increases rearward before finally, for small 0,
being cut off by the refraction associated with the zone of silence. Only when Mo = 0
(where here Mo refers to the mean flow Mach number at the plate surface) does the
directivity in equation (14) reduce to Howe's extension of the Ffowcs Williams and
Hall result, that is, to equation (13). In reference 47 the high-frequency predictions
of reference 64 for a bounded region of flow past the plate and separated by a shear
layer from the observer outside are compared with Amiet's trailing-edge noise theory
with the flow region extending to infinity with no shear layer. Amiet (ref. 47) shows
the directivities to be identical, except for a shear refraction term arising naturally
in the former configuration and absent from the latter.

The low- and high-frequency field shapes corresponding to equations (13) and
(14) for a leading-edge interaction were also given in reference 64 and shown there to
agree very favorably with data measured by Olsen (ref. 65), who generated leading-
edge noise by inserting a large flat plate into the mixing region of a turbulent jet.
The data were taken at two jet speeds high enough to make convection and shielding
effects really significant and were well predicted, for six different 1/3-octave spectral
levels, over almost the whole relevant angular range.

Olsen and Boldman (ref. 66) checked the Goldstein theory against experiments on
a trailing edge with a wall jet upstream. At the lowest speed tested (91 m/sec) and
at low frequencies, their results are broadly in agreement with equation (5) or (13),
with a velocity exponent around 5; data for rear arc angles (0 < 90') also appear to
be well predicted as a function of 0, but the velocity exponent is around 7, suggesting
contamination of the data by jet mixing noise. At higher speeds the basic sin 2(0/2)
directivity is in strong competition with the Doppler factors in equation (13), and as
a consequence the sound pressure levels actually decrease toward 0 = 1800; however
equation (13) still appears to predict the low-frequency field shape well. High-
frequency field shapes were found to be well predicted by the high-frequency law
(eq. (14)) and both the low- and the high-frequency field shapes were shown to be
unchanged by quite drastic changes to the turbulence passing the edge (though the
OASPL and spectra did change substantially).

One may conclude therefore that equation (13) emerges from a number of different
approaches as the correct result for low frequencies, although there is considerable
doubt as to the correctness of effects in equations (9) and (10), which correspond
to vorticity shedding and the Kutta condition. That condition is satisfied-though
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in a rather different sense-by Goldstein's calculations leading to equation (13),
in which the vorticity convection factors are absent; but the relationship between
the edge conditions in the Howe (potential flow) and Goldstein (sheared, vortical
flow) approaches is not clear. One should note also-that the convection Mach
number Doppler factors (1 + MR)- 2 in Howe's expression (eq. (5)) are absent from
Goldstein's (eq. (13)); however, the configurations which the authors have in mind
differ: Howe's observer is fixed relative to the plate, being in flow of Mach number M,,;
Goldstein's is in static fluid. Howe's model is appropriate for flyover noise generated
by boundary layer interaction with wing and flap trailing edges; Goldstein's, for
blown flaps or upper surface blowing. However, Goldstein's theory cannot be applied

to flyover noise of an aircraft with wall-jet blowing of upper or lower surfaces until it
is extended to include forward flight effects, represented by (1 + MoR) - 2 in Howe's
expression (eq. (5)). The (1 + MoR) - 2 factors probably represent the present best
estimate of flight effects, at any rate for low frequencies.

For higher frequencies the directivity seems better predicted by equation (14)
than equation (13), though in the basic airframe noise problem, where all Mach
numbers are small in the absence of wall-jet blowing or other interaction between a
jet exhaust and the flaps, the differences are small. Forward flight effects need to be
incorporated in equation (14). Howe's prediction is that these are again represented
by a factor (1 + MoR) - 2, and there is no theoretical evidence for any more significant
effects than these.

Three final points must be raised. First, Dobrzynski (ref. 54) measured surface
pressure fluctuations at various spanwise stations near the trailing edge of a business
jet aircraft, the Messerschmitt-Bdlkow-Blohm HFB 320, and of a McDonnell-Douglas
DC-10-30 airliner, both at cruise and at landing approach, and found that vibration
effects were very significant. At some spanwise locations there was evidence of panel
vibration that increased the broadband surface pressure spectrum by as much as
10 dB over a large frequency range. There was also clear evidence for discrete fines
corresponding to individual vibration modes. This broadband response to discrete
frequency excitation is reminiscent of broadband jet turbulence and noise response
to tonal forcing, even of very low amplitude (refs. 67 and 68), and Dobrzynski's
work may provide the first suggestion that low-amplitude panel vibration can cause
broadband increase in boundary layer turbulence near the panel. The mechanisms
in the turbulence must certainly be nonlinear, brt these mechanisms can possibly be
excited by very low-amplitude ostensibly linear forcing. At any rate, Dobrzyiski's
measurements serve as a warning that the surface pressure input to a prediction like
equation (12) may be drastically changed-and not necessarily uniformly along the
span-by surface vibration, which is impossible to simulate in model-scale tests.

Second, Dobrzynski noted that flyover tests of a 747 in the cruise configuration
and with flaps deflected 25' had revealed drastic differences in airframe noise level,
but his studies showed very little difference between surface pressure data (away
from the flap side edges) for the two configurations. His prediction (based on the
largely empirical method of ref. 69) of trailing-edge noise thus roughly agreed at
lower frequencies with 747 cruise data, but fell far short (15 dB) of 747 data for 250
flaps. Dobrzynski attributed the failure of the prediction to the possibility that the
flap side edges actually generate the dominant noise when the flaps are deployed,
and he gave some evidence based on analysis of the phase variation with spanwise
location to justify that claim.
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Third, Kendall and Ahtye (ref. 22) examined noise generation by a large wing-
plus-flaps modelwith a directional microphone and also found strong evidence that
trailing-edge noise itself is unimportant when flaps are deployed. With the two-part
flaps differentially deployed (00 and 35' along different portions of the span), a very
noisy field was found, with the most intense sources at the gap between the deflected
and undeflected flap segments. If both segments were deflected 350, the principal
source was located all along the leading edge of the flap at the gap between flap
leading edge and wing trailing edge. These sources became concentrated at any
spanwise-location occupied by a flap track fairing (bracket) if this was fitted, while
for the differentially deflected flap segments, the addition of such a bracket at the
spanwise gap reduced the intensity of the flap edge sources.

Summary of Trailing-Edge Noise

The following conclusions may be drawn. For configurations resembling the
half-plane prototype, an extensive theory exists, capable of describing trailing-edge
noise from both boundary layer and wall-jet excitation. Many features are firmly
established; in particular, the low-frequency directivity and the velocity scaling and
reasonable estimates of forward flight effects. The high-frequency features are less
well established, and the Kutta condition issue seems quite unresolved, the balance
of evidence at present being perhaps marginally against satisfaction of that condition
for turbulent excitation of trailing edges. Trailing-edge noise can be predicted quite
well from measured surface pressures. Such predictions seem to give reasonable
estimates of trailing-edge noise for clean (cruise) conditions. At approach conditions,
however, airframe noise levels are much higher, and except when surface vibration is
significant, surface pressure characteristics are not greatly changed at moderate flap
deflections. The increased noise seems to be radiated by highly three-dimensional
flow around the flap side edges and by the slot (gap) ahead of the flap leading edge.

Flap Side-Edge Noise

The idea that a source of intense airframe noise is associated with the side
edges of deployed wing flaps began in experimental studies (refs. 18, 21, 22, and
70) in the late 1970's. In reference 23, surface pressure and far-field acoustic
measurements were taken on a large (15.2-m span) model wing with a part-span
triple-slotted flap system, in the NASA Ames 40 x 80 foot tunnel. Surface
pressure transducers were mounted along the chord of each flap at midspan and
near the outer flap edge. Cross-correlations were made between the outputs of these
transducers to determine the convection velocity and length scale of the surface
pressure fluctuations. Cross-correlations were made also between surface pressure
transducer and far-field microphone outputs to provide high discrimination against
tunnel and probe noise and to some extent to discriminate between one localized
correlation area of turbulent surface source and another. The cross-correlations of
reference 23 indicate a far-field intensity per unit area of surface greater by 10 to
15 dB when the source is close to a flap side edge than when the source is at mid-

span. Far-field intensity scaled with mean speed U, as U,, '4, with a directivity biased
toward the forward arc and more like the classic half-plane sin2 (0/2) directivity than
that of a free-field dipole normal to the flaps. Surface correlations indicate that the
edge turbulence responsible has a scale around half the flap chord and an intensity of
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about 25 percent of the mean velocity. If a flap track fairing is fitted just inboard of
the edge, then the edge turbulence just outside the fairing has comparable, or even
greater, intensity and som-what reduced length scale. However, the acoustic output
per unit area is reduced by typically 10 dB when the flap track is fitted. It is to
be emphasized that the acoustic results are inferred from cross-correlations and that
the raw data are quite insensitive to whether the flap track is fitted or not and are
some 25 dB above the correlated signal from the side-edge regions. The raw data
are, however, heavily contaminated by tunnel background noise, and the effect of the
side-edge regions would be expected to be detectable in full-scale flight, given the
known importance of the trailing-edge noise sources.

Two models have been proposed for the mechanism behind flap side-edge noise.
The first is due to Hardin (ref. 71), who argues that the flow into the underside
of the flap creates a higher pressure there than above the flap, and the pressure
differential causes a spanwise flow around the edge-just the usual spanwise flow
responsible for creation of the tip vortex, in fact. However, satisfaction of the no-slip
condition on the flap undersurface leads there to the production in the boundary
layers of positive vorticity in the streanwise direction on the right wing flap and
negative vorticity on the left flap, as seen by an observer behind the aircraft looking
forward. That vorticity migrates away from the flap edge under the action of its 1
image, but is nonetheless swept round the edge if the large-scale spanwise flow is
strong enough. Vorticity that does get swept round the edge passes very close to it,
with rapid acceleration and intense sound production.

Hardin gives a two-dimensional model for this phenomenon (two dimensions in
an (x, y) plane normal to the flight direction and to the flap side edge). The model
provides a description of the incompressible flow due to a line vortex and a parabolic
edge flow, the condition for the edge flow to sweep the vortex round the edge, and
the vortex trajectory. See figure 7 for a sketch of the model configuration and of
typical vortex paths. He also calculates the two-dimensional sound field by a low-
frequency Green's function approach from reference 72; as expected this field has
the sin(0/2) pressure variation found earlier by Crighton (ref. 73) for a vortex-edge
interaction problem. This two-dimensional model quite well represents measured
data on the structure of an airfoil side-edge flow taken in reference 74. However,
while the two-dimensional model is probably adequate for the hydrodynamics, it is
surely inadequate for the acoustic field, where one might actually expect the sin(0/2)
pressure variation in the (y, z) plane containing the chord rather than the span of
the flap. It is, however, not clear how to model the acoustic'aspects of Hardin's
theory. The flap generates a rapidly accelerating unsteady flow near the wing, which
is essentiall a half-plane (y = 0, z < 0), which would suggest from the general
theory a Uo1 acoustic intensity scaling, with directional variation sin2 (0/2) in the
(y, z) plane; this is entirely consistent with the measurements (ref. 23).

Meecham (ref. 75) has extended Hardin's analysis, with some allowance for the
finite thickness of the flap (in the y-direction of fig. 7). The right-angle geometry
he assumes for the flap thickness, replacing the zero thickness model of Hardin,
would be expected to lead to less violent vortex acceleration round the edge and
lower noise levels. This would be consistent with experimental results on the ef-
fect of the flap fairing (ref. 23). This fairing geometry should reduce the strength
of the edge flow by greatly increasing the edge thickness scale, while at the same time
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perhaps increasing local edge turbulence intensities because of flow separation over
the fairing, also consistent with reference 23.

Howe (ref. 76) offers a quite different model. Rather than explicitly referring
to the details of any flow processes, he incorporates these into an equivalent surface
pressure field, which might be measured or simulated numerically. He does emphasize
features of the acoustic Green's function that might be associated with the flap edge.
Specifically, he claims that at moderate deflections the gap between the flap edge
and wing may be modeled by a finite chordwise slot in a wing with an otherwise
straight trailing edge (and infinite chord s far as acoustic waves generated by the
flap are concerned). The slot length is equal to the flap chord, the slot width is
equal to the mean distance between the flap side edge and the side edge of the
adjacent undeffected wing, and the deflection of the flap out of the wing plane is
ignored. In all cases the slot width is small compared with the wavelength, but
analytical expressions for the Green's function are obtained for both the compact
and the noncompact slot length cases, with smooth interpolation between. Effects
of uniform mean flow at subsonic Mach number Mo parallel to the flap side edge are
fully accounted for.

Howe's theory predicts the far-field sound pressure spectrum generated by tur-
bulent fluctuations near the slot in terms of quantities represented in the Green's
function and characterizing acoustic mean flow and slot diffraction effects (the flap
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edge radiation is actually the diffraction radiation by the slot of the nonradiating
turbulent boundary layer pressure field in this view) and of quantities characterizing
the magnitude and spectral distribution of the turbulent fluctuations in the presence
of the flap edge (slot). The latter are introduced in the theory in such a way that they
can be estimated in terms of measured pressure fluctuations in a standard flat plate
boundary layer and dose to the flap edge in the actual wing-flap configuration (as
measured in ref. 56). Howe's conclusions, from study of the asymptotic expressions
and numerical evaluations, are that

1. At low Strouhal numbers based on flap chord cF and flight speed Uo, the
directivity in the flyover plane is sin2 (e/2)/(l+Mocose)3. while at high wcFIUo
it is 1/(1 + MCose) 2 (except close to the fore and aft directions, 0 = 0* and
180, where the intensity vanishes like I/[in(sin 0)12 ).

2. The radiation efficiency of the side-edge sources is much greater for low values
of ws/U3 than high, where 2s is the slot width, and U3 the mean flow con-
vection velocity along the span of the flap. Thus efficient radiation (essentially
corresponding to a dipole normal to the flap chord, at the trailing edge, and baf-
fled ahead by a semi-infinite wing) occurs at low frequencies, while less efficient
monopole radiation, corresponding to a mass flux through the slot, occurs at high
frequencies.

3. Numerical evaluation of the predicted side-edge radiation and comparison with
the predictions (see the previous section) for trailing-edge radiation suggest that
in the case studied in reference 23, the edge radiation can exceed that from the
whole of the flap trailing edge (17 times longer than the chord of the leading-flap
segment) by more than 3 dB, consistent with the measurements reported.

The models of Hardin (ref. 71) and Howe (ref. 76) between them give a good
understanding of one of the most complex aeroacoustic phenomena. The essential
hydrodynamics is described by Hardin; chordwise vorticity swept round the edge by
the spanwise lifting flow cuts rapidly across the streamlines of the spanwise flow and
accelerates rapidly and very close to the edge. However, that idea on its own takes no
account of the strong acoustic effects of the neighboring configuration, effects which
Howe likens to the well-known "installation effects" in jet noise. The convected
vorticity forces a mass flux through a slot formed by the edges of the undeflected
wing and the deployed flap. At high frequencies there is a weak residual monopole
generated by this mass flux, and except near e = 0' and 1800, a convected monopole
dominates (the wing causing no further diffraction effects). At low frequencies the
mass flux degenerates to form a dipole source, with the dipole axis normal to the
flap chord, and then the dominant directional effect is of the diffraction of the dipole
field by the semi-infinite wing ahead, leading to the familiar sin2 (0/2) directivity
with convective modification. The source in either case is determined by the Hankel
function H(1)(ws/U 3 ), which is small at high frequencies and large (though only
weakly) at low frequencies, the result being that for comparable turbulence excitation
the high-frequency radiation is 10 to 25 dB less intense than the low.

The slot considerations do not apply to aircraft with effectively full span flaps;
neither is the slot model relevant if the flap deflection is large (although it was
found in ref. 23 that the side edges of the first, least deflected, flap segment were
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noisiest), nor do any of these ideas apply directly when engine exhaust impinges
on part-span flaps at large deflections. Much further work is therefore needed, but
at least the importance of flap side-edge noise and a basic understanding of the
flow and acoustic mechanisms have been established (refs. 71 and 76), with some
demonstration (ref. 23) of how the noise can be reduced by changes to the edge
geometry (the flap fairing).

Undercarriage Gear Noise

The components of an undercarriage are mostly bluff bodies of a wide range of
shapes and aspect ratios: wheels, axles, struts, shafts. Unsteady separated flow past
them (vortex shedding) and wake interactions between them give rise to broadband
sound over a wide frequency range. For the largest components on a large aircraft,
the typical frequency may be as low as 50 Hz and typically 200 to 300 Hz for small
to medium transports; there are also many smaller details and features producing
sound in the sensitive 2- to 4-kHz range. Low-frequency t6nes may also be produced,
even in a generally turbulent flow, by the interaction of flow with the cavities forming
the wheel wells (see the next section).

The general mechanism of undercarriage gear noise is well understood. At
typical shedding frequencies associated with any particular component, the radiated
wavelengih is large compared with the component chordwise dimension d (roughly
by a facto, 5Mo7 with M, the flight Mach number, if we take the standard Strouhal
number relation fd]Uo = 0.2 as representative). It is also fairly large compared with
any other length of the component (the main wheel shaft length, for example). Under
such circumstances, the field radiated is that of a compact dipole whose strength is
the net unsteady force exerted on the fluid by the component concerned-the simplest
application of the Curie (ref. 59) theory. A variation of far-field intensity with U6 is
expected.

For cylindrical shafts and struts with nearly vertical alignment, the dominant
force is a side lifting force contributing to sideline noise but not to approach noise
(which usually peaks when the aircraft is almost overhead). There is a smaller
drag force, which contributes little to the field at points directly below the aircraft.
Horizontal members, such as axles and struts not close to the vertical, experience a
transverse force, which does contribute to the approach noise. So do wheel clusters
upon which the separated flow from other wheels ahead impinges; here strong forces
with comparable components in all directions are likely to be generated.

Significant "installation effects" may be expected for undercarriage noise. The
force dipoles are generated within a wavelength (generally) of a large flat wing
undersurface, equivalent to image dipoles. Dipoles in the horizontal plane will add
constructively with their images, while those in the vertical will tend to cancel and
degenerate to a vertical longitudinal quadrupole. For the latter an intensity variation
more like U8, than U6 would be expected, but with greater forward arc amplification
due to aircraft motion. A convective amplification factor (1 + Mocos) - 4 on
intensity is expected for the dipoles and (1 + Mocos@) - 6 for quadrupoles, with
0 = 180' as the flight direction and with 6 measured at emission time (though
note that the quadrupole convective amplification factor is likely also to apply to the
dipoles, for reasons that can be seen from the model problems analyzed in refs. 60
and 61). Such convection effects are negligible, however, around the peak approach
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noise point e z 900, and one must conclude that at such points installation effects
due to wing proximity significantly reduce undercarriage noise below what would
be expected on the basis of uninstalled dipole noise ideas. This point seems not
to have been appreciated in published work; see, for example, the FAA airframe
noise prediction method devised by Fink in references 27 and 28 and discussed in
reference 17, where free-field dipole models are used with coefficients chosen for best
fit with experimental data.

The fullest experimental study of undercarriage gear noise is due to Heller and
Dobrzynski (ref. 77) who studied two-wheel and four-wheel models in an outdoor
wall-jet facility and attached to the wing of a high performance glider with very low
airframe noise. The models were representative of nose and main gear assemblies for
all but the largest aircraft (C-5A, 747) and had main elements including wheels, shaft,
diagonal strut, door, and cavity, but not typical fine scale protrusions producing high-
frequency sound at full scale. Static (wall-jet) data were presented for locations in a
vertical plane through the gear at right angles to the flight direction, directly below
the gear, to the side, and at 45' to the sideline. Glider flight data were presented
only for locations directly below the gear. A Strouhal number fD/Uo based on
wheel diameter D was used, but other relevant lengths (e.g., exposed strut lengths
and wheel widths) are not vastly different.

At high frequencies, fD/Uo > 5, the two-vneel nose gear model generated
identical noise le-rls at the three measurement locations; essentially all the noise
was generated by the side support struts (and main shaft). The peak of the
spectrum directly below the gear was at fD/U = 5, but those at 450 and at the
sideline occurred around fD/Uo = 2 and had spectral levels that were 5 and 10 dB,
respectively, greater than those below. These greater levels were again dominated by
the shaft and struts. As shown in figure 8, at no angle or frequency were any other
components (wheels or door) significant. When speed-independent tones, related
to cavity resonances, are excluded, the spectra collapse well on an (Intensity)/Uo6

versus fD/Uo basis and the field is dominated by transverse dipoles representing
side forces on nearly vertical structural members. When the nose gear was mounted
on the glider wing, the predicted gear noise level (from the rig tests) exceeded the
glider self-noise only for fD/Uo > 5 and for a limited range of lower frequencies
where, however, cavity tones were also significant and prevented a direct comparison
of rig and flight noise levels. For fD/U, > 5 the agreement between rig and flight
data was acceptable. Nose gear noise can therefore probably be adequately predicted

on the basis of figure 9, from reference 77; see also the discussion in the subsequent
section entitled "Development of a Comprehensive Prediction Scheme." Installation
effects on nose gear noise can also be expected to be much less significant than those
on noise sources associated with the main gear.

Nose gear noise is, however, generally low in level. Figure 10, from reference 77,
shows that the spectral levels produced by a four-wheel main gear model are
essentially identical at measuring points below and to the side of the assembly (except
at high frequencies, fD/Uo 0  5, where the level below is about 3 dB lower than the
sideline level), and are 6 to 8 dB above levels generated by a simplified two-wheel
set. These results are entirely consistent with the idea that comparable unsteady
forces are generated in all directions on the assembly, with comparable dipole fields
radiated below tile aircraft and in tile sideline direction (and presumably in the flight
direction as well), but that at the higher frequencies the vertical dipoles suffer some

417



Grighton
Cgo- Complete configuration

........... Side support struts
Lower drag brace and actuator

-- ------- Wheel.. Door
130-

Nor iahzed
SPL 

110dB.

/ "L \
10 0 

"

90 1 I
5 1 2 5 10 20 50

fD/U.

Figure 8. Normalized sideline spectra of nose gear model components. Refer-
ence flight speed, 100 m/sec. (From ref. 77.)

cancellation by their images while the sideline dipoles experience some enhancement
from their images in the surface supporting the fear. In reference 77 main gear
spectral levels collapse well when normalized on U01, as a function of fD/UO, except
at low frequencies where cavity tones dominate. Figure 12 of reference 77 shows that
scaled rig noise data agree rather well with data taken from glider tests with the
main gear model attached to the glider wing; here the main gear generates a field
clearly above the clean glider self-noise across the entire frequency range.

Heller and Dobrzynski (ref. 77) then used these rig and glider data to predict the
gear noise of three aircraft (Jetstar, BAC 111, and HS 125) for which measurements
of gear noise had been published elsewhere (obtained as level differences between
gear-up and gear-down configurations). These aircraft had three two-wheel gear
sets. The model data gave a rather good prediction of spectral levels for the Jetstar,
and a reasonable one for the HS 125 (nose gear noise being negligible for these two
cases), but a significant overprediction (by 5 dB) for the BAC 111. The rig gear did
not accurately model any of these undercarriages closely. Application of the scaled
four-wheel gear noise data to the larger VC10 aircraft gave prediction significantly
above measurement at low frequencies and significantly below at high. However, in
reference 77 the VC10 data taken from reference 10 appear to refer to the case in
which the VC10 gear bay doors were closed again after the gear had been deployed,
whereas the predictions in reference 77 were derived from model data in which an
open wheel well was present. If the predictions are instead compared with figure 15 of
reference 10 for the VC1O with open doors (5 dB higher in level than those for closed
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Figure 9. Normalized nose gear model spectra at three measurement points.
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doors at frequencies below at e c 200 Hz), one gets a much better agreement. Thus,
one can conclude that high levels of broadband low-frequency noise are generated by
main landing gear with open doors to the wheel well and that these are substantially
reduced if the doors can be closed after deployment of the gear, as in the VC10. In
OASPL terms (40 Hz to 1.6 kHz), Fethney (ref. 10) indicates that if the gears are
deployed with closed doors, the noise of the otherwise "clean" aircraft increases by
6 dB at approach and by a further 4 dB if the doors remain open.

Much more complicated undercarriage layouts may be necessary for large aircraft,
and these studies of two- and four-wheel assemblies cannot be scaled to deal with,
for example, the two twelve-wheel assemblies studied in reference 78 on an advanced
supersonic transport model. These assemblies retracted into shallow cavities which
generated only a small amount of (high-frequency) noise themselves, when exposed
to flow. The combination of cavities and deployed gear increased the clean aircraft
noise levels uniformly in angle and by only 2 dB in OASPL; the increase was entirely
confined to frequencies around and above the spectral peak. However, a significant
interaction between gear and trailing-edge flaps was also reported i.1 reference 78.
The increase in OASPL due to gear and trailing-edge flaps being deployed together
exceeded the sum of the increases due to deployment of the individual devices,
presumably because of the interaction of the flap trailing (and side) edge with
turbulent wake flow from the landing gear. Such an interaction was also reported
in reference 18 for landing gear of two-wheel type, as for aircraft of the 727 or
DC-9 standard, and a single part- or full-span flap. Here, however, a favorable
(small) interaction occurred, interpreted through directional microphone readings as
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Figure 10. Normalized main gear model spectra at four measurement points.
a2 is spectrum of simplified two-wheel model at point a. Reference flight
speed, 100 m/sec. (From ref. 77.)

equivalent to a somewhat increased trailing-edge noise field caused by the relatively
weak wake turbulence of the two-wheel set and a more greatly decreased gear noise
field caused by the reduced velocity created on the pressure surface of the wing by the
deployed flap. A more substantial reduction in gear plus flap noise would result if, as
suggested in reference 27, the acoustic impedance of the flaps could be tailored-for
example, by porous flap edge regions, as studied in reference 79-to reduce the edge
scattering by convected turbulence.

One may conclude that the results of reference 77-in particular the scaling
and data of figure 9 for two-wheel gear and of figure 10 for four-wheel gear-are
adequate for a prediction of the noise of similar gear at full scale, with open wheel
wells and in the absence of any interaction with the flaps (and possibly with leading-
edge slats and flaps). A better prediction is actually obtained from the analytical
fit to figures 8 and 9 devised by Fink (ref. 27), discussed in a subsequent section.
Significant benefits seem to derive from the ability to close the gear doors once the
wheels have been deployed. Interactions with the flaps seem to be favorable for two-
wheel main gear, but unfavorable with multiwheel sets, where the trailing-edge flap
noise is significantly increased when the wheels are lowered.

Attempts to provide a more specific theoretical prediction, rather than general
understanding and motivation for correlations, now seem rather misplaced. Some
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effort in this direction was made early by Hardin et al. in reference 8 (who give a very
useful description of the vortex shedding from cylinders and other bluff bodies over
a wide Reynolds number range), concentrating on aeolian tone and broadband noise
production by cylinders. However, the main gear struts seem not to be important
sound sources, especially in multiwheel gear, and in any case noise from them would
radiate predominantly to the side and cause no significant problem for approach.
Theoretical- predictions ire, further, of little value when the flowis known to be
rather sensitive to geometrical detail, making studies of long uniform cylinders of
dubious relevance.

Cavity Noise

It has been known for decades that high-speed flow over cutouts and cavities
generates both tonal and broadband response with intense near-field pressures.
Several type§ of response have been identified 'in a very large number of studies,
theoretical and experimental. First, there are discrete frequency oscillations in a
feedback cycle in which vortical disturbances generated at the leading edge of the
cavity convect downstream in the shear layer, impinge on the downstream edge, and
there generate acoustic waves traveling upstream, in the cavity or in the free stream,
which trigger further vortex shedding on reaching the upstream cavity wall and edge.
A review of such shear layer feedback cycles in a variety of different configurations is
given in reference 80. Work continues on the modeling of these systems, for instance
on the modeling of the vortex which may be trapped in the cavity and on determining
conditions at the downstream cavity edge which determine the volume flux across
the cavity mouth (see ref. 81). Second, discrete frequency oscillations occur when
the cavity is driven in a "volume mode" by the unsteady pressure across its mouth.
In a mode which is essentially a standing wave across the width or along the length
of the cavity there is little response normal to the flow, so that such modes are
hard to excite by shear layer motions, and they radiate inefficiently. In contrast,
"depth modes" are both easily driven by the shear layer oscillations and efficient
radiators, especially when the wavelength exceeds the length or width of the cavity.
Third, there are possibly "Helmholtz resonator" modes, though these could occur
only at frequencies below any of the volume-mode frequencies and only when the
cavity geometry defines a reasonable mass of fluid in the neck to balance the volume
stiffness.

Aircraft wheel wells are large partly open cavities with the potential to develop
oscillations in any of these forms, to respond with a lower amplitude to turbulent
shear-layer excitation at frequencies other than the various resonance frequencies,
and to radiate efficiently at low frequencies to the far field below the aircraft on
landing approach. Fortunately, two facts emerge from model and full-scale exper-
iments which limit the possibilities drastically. First, as far as the acoustic ra-
diation is concerned, realistic cavities respond only in their depth modes. Other
discrete frequency modes, corresponding to feedback cycles, to length or width
modes, and to Helmholtz resonator modes, are apparently unimportant. Second,
the far-field level scales simply with the internal cavity pressures at the frequen-
cies involved in depth modes and has an essentially isotropic (monopole) directivity.
Cavity tones should therefore be reasonably predicted over the range of typical low
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approach speeds, given the internal cavity pressure spectrum for the cavity complete
with landing gear.

The basis for this comes from references 82 and 83, dealing with internal and
far-field pressure measurements from model flow-excited cavities and with similar
measurements from cavities with landing gear at both model and full scale. In
reference 82, rectangular cavities, with varying length L'and depth D and of fixed
width W, set in a large plate, were exposed to grazing boundary layer flow exhausting
over the plate from a large rectangular nozzle. Flow velocities of 43 m/sec and
80 m/sec were used, and LID ranged from 1 to 4. Microphones outside the flow
were used (with shear layer refraction corrections to give free-field acoustic data),
and a single microphone monitored the internal cavity pressure fluctuations.

For all but the highest LID, the far-field spectra were dominated by a single tone
around 1 kHz. Near-field spectra showed additional tones between 2 and 4 kHz, but
these radiated very poorly, the reason being that they correspond to length modes
that are poorly coupled to the sound field. The depth mode nature of the 1-kHz
tone was demonstrated by its invariance under change of L at fixed D and under
change of velocity (except for shallow cavities, LID = 2 or 4). A rough estimate of
the frequency of this lowest depth mode can be obtained by arguing that if the shear
layer presents a low impedance to the cavity, then the lowest mode is the lowest
mode of a cavity with all walls rigid and of depth 2D. This gives a frequency of the
right order, and a better estimate can be obtained if a model of the actual impedance
presented by the shear layer is used; see reference 84 and figure 3 of reference 82,
where the first few depth modes are predicted to have frequencies close to those
apparent from the spectra.

The directivity patterns measured in reference 82 were all essentially isotropic
(monopole) and dominated by the 1-kHz tone. Deviations from isotropy were
generally small, and the author has found no consistent way of explaining them
through the appropriate Doppler factors for the mean flow (even at a velocity of
86 m/sec) and through a small axial dipole term arising from the force on the
downstream part of the cavity.

Attempts were made to alter the internal and far-field sound levels by increasing
shear layer turbulence levels through the action of a roughness strip on the inside
of the nozzle supplying the flow. Some reduction was achieved, the reduction
diminishing at higher flow speeds and for longer cavities-consistent with the view
that the relevant excitation is the spectral component of the shear layer fluctuation
at the tone frequency and at zero wave number in the plane of the cavity mouth.

Low-frequency tones of this kind (frequencies in the 50- to 500-Hz range at full
scale, say) are often seen in airframe noise data, but the measured far-field noise levels
are usually well below those that might be inferred from scaling (as described below)
"clean cavity" noise levels to the full scale. The discrepancy is largely attributable
to the presence of landing gear components in, and protruding from, the full-scale
wheel well, rather than to any difference in the fundamental mechanism. Indeed, in
the typical real aircraft the dominance of resonant volume (depth) modes seems even
more certain than in clean model experiments. However, the levels, both internal and
far-field, are drastically changed by the presence of gear components, as was shown in
the experiments of reference 83 at model scale, where internal tone levels decreased
by more than 10 dB (30 dB in one case) when representative gear components were
inserted into the cavity. The physical reason for this reduction is not clear. Certainly
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it is not a matter of acoustic scattering, because the waves are very long; possibly
the cavity fluctuations are so intense that they lead to vortex shedding from the gear
components at the expense of the sound energy (as in many cases of vortex shedding
from sharp edges analyzed in ref. 85). In any event, data from an empty cavity may
be used to predict frequencies, because the depth modes are insensitive to internal
detail, but they cannot be used to estimate levels, which seem to be quite sensitive
to the gear arrangement in the cavity.

The model-scale experiments of reference 83 involved nose and main landing
gear components and cavities typical of large transport aircraft, with acoustic and
cavity internal pressure measurement. Narrow-band analysis of the low-frequency
spectrum revealed the dominance of two tones whose frequencies (and indeed the
entire spectral shape) were unchanged over a doubling of the speed of the external
flow and whose internal cavity sound pressure level increased with U4 . Higher
frequency components of the spectrum varied in spectral shape with Uo and were
believed to be generated directly by the landing gear components themselves, as in
the previous section. The far-field SPL's for the low-frequency tones (at frequencies
of 270 Hz and 770 Hz for 1/13 model scale) were found to differ from the cavity levels
by the same amount for both tones and for all Me up to 0.4. Thus the frequency-
squared weighting associated with a monopole at the cavity mouth is almost exactly
offset by some other mechanism not as yet understood. Certainly, it seems that
270 Hz and 770 Hz are the first two depth mode frequencies of a cavity in which the
pressure gradient vanishes at the hard wall z = D and, to a first approximation, the
pressure vanishes at the mouth z = 0 covered by the shear layer. In this model the
radian frequencies would be given by wD/co = (n- 7)7r with n = 1,2, ..., the pressure
in the cavity by p = pn cos[w(z - D)/coj, and the velocity magnitude at the mouth
by Iu(z = 0)1 = Ipnj/poco. For pi = p2, the far-field levels would then be expectcd to

differ by a factor 9, or 9.5 dB, whereas figures 5(a) and (b) of reference 83 indicate
essentially identical levels. This discrepancy can be explained only by arguing that
the depth mode idea may be adequate for rough prediction of frequencies, but a
more detailed analysis of the shear layer motion across the mouth is needed to
predict the monopole strength. For a cavity with LID = 0(1), the hydrodynamic
wavelength is small at low Mach numbers compared with the streamwise length L,
and at higher frequencies there may be substantial cancellation over the mouth area

because of oscillations of the shear layer, this offsetting the monopole frequency-
squared increase. This seems a point worth further examination; at present the
experimental evidence is that there is a constant difference between internal and
far-field tone SPL's regardless of frequency, a result found in reference 83 for both
nose and main landing gear cavities.

Experiments over a wide speed range were also conducted in reference 83 on a
DC-10-30 airliner, together with ground tests in which the cavity excitation was
provided by broadband engine noise. Distinct low-frequency tones (frequencies less
than 200 Hz) were observed for both acoustic and shear layer excitation, the latter
excitation being much more significant. Cavity tone pressure levels were, however,
typically 6 dB lower for the nose landing gear and 10 dB lower for the main landing
gear cavity than in scaled model tests (even when the models contained simple
landing gear components). The cavity SPL's were found again to scale with Uo4
for the low frequencies, and with U6 for higher frequencies which might well be
generated by the gear components themselves. Pressure spectra normalized by U4 ,
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as a function of frequency normalized by the sound speed co and the cube root of
the cavity volume, were found to be crudely similar for the three types of gear cavity
used on the DC-10-30, though between 10 dB and 15 dB lower for the large main
gear cavities than at model scale.

The transfer function, relating internal wheel well SPL's to those in the far field,
having been determined for simple model-scale representations of nose and main gear
wheel wells, and internal SPL's having been measured at full scale on the DC-10-30,
the full-scale far-field noise can be estimated. The necessary far-field airframe noise
data do not exist for the DC-10-30, but were reported in reference 10 for a VC10
with nose and main gear cavities similar to those of the DC-10-30, and the estimated
DC-10-30 far-field wheel well noise is compared with VC10 data in figure 14 of
reference 83. Only the nose gear higher frequency tone has a high enough frequency
to fall in the range for which VC10 data exist, and then the nose gear tone was about
6 dB lower than VCI0 data and an estimated 12 dB lower if 6 dB are subtracted
from the prediction to allow for the "damping" effects of realistic wheel wells. The
predicted main gear cavity frequency was very low, and the level perhaps comparable
with the VC10 data if cavity damping is ignored, but 10 dB below the VC10 data if
10 dB is subtracted as a typical estimate of "damping" in the larger cavity.

The data base is not large enough for any firm conclusion to be drawn. All
the data refer to conventional transport aircraft nose and main gear cavities, and
the situation could differ for aircraft with different gear layouts. All indications at
the moment, however, are that the tonal noise from gear cavities is not a dominant
contributor to the practical airframe noise problem. The levels for realistic cavities
are not very high, being limited very strongly by some cavity "damping" mechanisms
whose nature is far from clear. Also, the frequencies are very low, so that tonal cavity
noise cannot be significant in perceived noise terms. The only circumstances in which
it might be important arise at locations upstream and downstream, early and late
in the flyover, where the monopole directivity might allow cavity noise to dominate
other more highly directional fields. There is evidence, however, from the data
reported in reference 10 for the VC10, that considerable broadband noise may be
generated by an open cavity at frequencies above the first few cavity resonances and
that this may significantly contribute to perceived noise levels at approach. From
this one example, there appear to be clear advantages in gear arrangements which
allow the cavity doors to be closed again after deployment of the gear.

Turbulent Boundary Layer and Panel
Vibration Noise

The theoretical and experimental determination of the far-field sound from
turbulent boundary layer flows over a homogeneous surface remains very difficult.
Such sound is of quadrupole type, the Curie surface pressure dipole vanishing
identically for both rigid and flexible uniform homogeneous plane surfaces (refs. 86
and 87). Howe (ref. 88) extended those arguments to show further that the surface
dipole associated with viscous shear stresses should also be regarded as affecting
only the propagation of quadrupole sound and not the generation of a more intense
(dipole) field. Apart from these facts and the consequent prediction of U.8 variation
for the intensity, almost no quantitative theoretical estimates are available. In
underwater applications the U.8 variation gives such low SPL's as to rule out the
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direct quadrupole field, but the position for aeronautical applications is not so clear,
although most fields of airframe noise have a much lower velocity exponent (4 to 6)
and any higher exponent is usually from the obvious contamination of the data by
residual jet noise.

To estimate crudely the possible SPL's associated with the boundary layers,
square and average the far-field solution

1 02
(p-po(xt) 4 5tX-2 T, (y't - o)dy (15)

to the Lighthill (ref. 37) inhomogeneous wave equation, in which the quadrupole
density Tij will be assumed to be distributed statistically in a homogeneous fashion
over a disk-shaped volume formed by a large plane surface of area S and with
thickness 6. The double integral then gives a factor 63 from the correlation volume
and a factor S6 from the physical volume occupied by the eddy quadrupoles, 6 being
the turbulence length scale, of order of the boundary layer thickness. The quadrupole
density is estimated as Tj pou2 where uo is the rms turbulence velocity, though
there are arguments in favor of the larger estimate pouoUo where Uo is the free-
stream velocity. Time derivatives should certainly be estimated as 9/Ort z uo/6 and
(for turbulence over a homogeneous surface) not as U/6. Then one arrives at the
estimate ((p _ Po) 2)Q o Ir2 p02(S/_ 2 )(uo/c) 5  

(16)

or, at most,
((P - Po) 2)Q ir2 p o(S/x 2 )(uo/Co) 6(Uo/Co) 2  (17)

which is to be compared with the estimate

((p - Po)2 )TE C (1/27r)p2o(L6/x 2)(Uo/o) 2 (Uo/eo)3  (18)

for trailing-edge noise when the same turbulence passes over an edge of span L.
The ratio of equation (17) to equation (18) is overestimated if we take uo/Uo =
0.1, Uo/co = 0.3,L = 50 m, and 6 = 0.1 m; even then equation (17) exceeds
equation (18) only if S exceeds 10L 2 (or 103L2 if eq. (16) is used for the quadrupole
radiation). Thus it seems safe in the airframe noise context to ignore the pure
quadrupole radiation from the boundary layers, in comparison with that from edges
and other inhomogeneities, even for very large aircraft.

A probably more significant source of airframe noise is associated with panel
vibration driven by turbulent pressure fluctuations. This was noted early on in the
study of reference 5 of airframe noise of the C-5A Galaxy, where narrow-band far-
field spectra and wheel well door vibation spectra both contained large amplitude
peaks at two frequencies in the 20- to 40-Hz range. Significant vibration of flap
sections on full-scale aircraft, including a DC-10-30, was also reported in reference 54.
The possibility that this might be a significant noise source was raised earlier in
reference 11 and has been mentioned in several other reports. Hardin (ref. 11)
suggests that panel vibration may be the source of a high-frequency peak observed
in the noise spectrum of the 747, CV-990, and Jetstar aircraft, noting that the peak
frequency (around 1500 Hz) is considerably higher than expected for trailing-edge
noise mechanisms and rather insensitive to flight speed. A similar high-frequency
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peak was observed in experiments reported in reference 10 for a number of aircraft
(HS 125, BAC 111, and VC10) and certainly does not seem to be associated with
flap deflection and gear deployment, which both tended to produce increases at
rather lower frequencies. The peak is not narrow band, and in fact in figure 11, from
reference 54, the increase of surface pressure believed to be caused by panel vibration
is substantial and broadband, though centered on a particular frequency.
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Figure 11. Measured surface pressure spectra pf at two spanwsse stations near
the traimg edge of an FB 320 flap n cruise configuration, q is free-stream dynamic pressure. (Rom ref. 54.)

Dowell (ref. 89) has considered vibration as a source of airframe noise and given a

simple estimate of the far-field radiation from the lowest order mode of a rectangularpanel under turbulent excitation. For a panel of area 3 ft
2 , he finds a lowest

eigenfrequency of 37 Hz and an SPL of 97 dB at a range of 300 ft. However,
the estimate is very sensitive to the modeling of the surface pressure field (which
we have noted may itself be significantly changed by the vibration), especially if the
dominant radiation is from a high order panel mode, as seems necessary to explain the
high-frequency peak. The relevant spatial scales are then likely to be much smaller
than the typical panel dimension, leading to substantial cancellation of the driving
pressure and a decrease of the monopole source strength below that estimated by
Dowell for the lowest mode. On the other hand, typical panel dimensions are likely
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to be no more than comparable with the acoustic wavelenNh en at J kHz, s that

the frequency-squared weighting for the monopole should still operate and offset the
partial cancellation of the driving pressure.

A much more detailed theory of panel vibration and radiation in response to
turbulent boundary layer pressures has now been given by Howe (see ref. 90 and
references to previous work given there). His theory is specifically for when acoustic
waves are short compared with the panel dimension. It identifies two principal
mechanisms for the conversion of hydrodynamic energy into sound. In one, low-
wave-number components of the turbulence excite flexural waves on the panel which
generate sound by scattering at the edges; in the other, the convective peak of the
turbulence near-field wave-number spectrum scatters directly (or secondarily; via
flexural waves) into sound at the edges. The relative importance of the two types
of "wave-number conversion" depends on the fluid loading and on the mechanical
conditions at the edges. However, the configuration analyzed (a single flexible panel
set between semi-infinite plates of the same properties as the panel) is not close
to configurations of interest in the airframe noise context. Also the emphasis in
reference 90 on fluid loading aspects is appropriate to steel in water, but not to
aluminum in air. Nevertheless, this study shows how quantitative estimates can be
obtained for the far-field sound with modeling of the surface pressures developed from
the work of reference 91. The approach might be adapted, largely with neglect of
fluid loading, for the aircraft panel problem. However, the principal sites of vibration
are likely to be associated with regions in which the surface pressure modeling is
probably inaccurate-for example, the doors of undercarriage wheel wells, the flaps
at high deflection with separated suction surface flow, impingement by jet exhaust,
and highly unsteady three-dimensional edge flows. Theoretical work seems of little
help in those circumstances; even the prediction of the frequencies of the typical
high-order panel modes that might be excited is unlikely to be possible. However, it
seems worthwhile to stress vibration as a probably significant source of airframe noise,
particularly with large flap deflections and with gear down; to note its essentially
monopole directivity for baffled panels, its dipole directivity for free panels such as
gear doors, and its cardioid directivity for vibrating panels baffled to one side only, as
at the trailing edge of a flap; and to note the broadband increase that can apparently
occur in surface pressure spectra when a panel vibrates predominantly in one or
two discrete modes. We might also note the general effect of surface roughness in

* breaking the Powell cancellation mechanism for a smooth plane wall and leaving a
residual surface dipole with U6 far-field scaling. Howe (refs. 9 and 93) has worked
out a theory for the generation of this dipole field by turbulent boundary layer flow
over a plane surface roughened hy a random distribution of hemispherical bumps.
The theory gives the expected U'0 scaling and a spectral shape in remarkably close
agreement with measured spectra for the sound from the interior of a sand-roughened
p pe carrying turbulent flow. There is no immediate application to the airframe noise
problem, though Howe asserts that "it is likely that a substantial fraction of the
airframe noise of a wide-bodied jeL transport plane flying in the 'clean' configuration
(landing gear and high lift devices retracted) is associated with surface roughnessdipole sources." The more significant approach noise problem is, however, certainly
dominated by more specific sources than general small-scale surface roughness.
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Noise of Powered-Lift Configurations
A great deal of work, mainly experimental, has been carried out, principally in

the 1970"s, on the noise from powered-lift devices of two kinds: the upper-surface-
blown flap (USB) and the externally blown flap (EBF)) (Much less work has been
done on the internally blown flap, in which the flap is closely integrated with the
propulsion nozzle; see ref. 94.) For the EBF the interest is purely in the added lift,
with applications to STOL aircraft. For the USB the interest is in both the powered-
lift benefits and the noise shielding achieved in an engine-over-the-wing configuration.
In all cases, however, there is a noise penalty, generally at low frequencies, associated
with fluctuating lift on the flap segments, with increased trailing-edge and perhaps
side-edge noise, and perhaps with a monopole type of radiation driven by unsteady
mass flow through slots between the flap segments.

Much of the work was done in the early 1970's and is referenced in the eight
papers on STOL noise published in reference 4. The situation is more complicated
than in standard airframe noise because large flap deflections are involved, mean
flow Mach numbers near the flaps are much higher than the flight approach Mach
number of a conventional aircraft (typically 0.9), and the flow over the flaps may
be a highly nonuniform wall jet issuing from a rectangular or D-shaped nozzle. In
limiting cases the naively expected picture is found. At frequencies for which the
flap chord is smaller than a wavelength, the flap-generated field is essentially that of
a dipole normal to the flap chord with 900 intensity scaling as (Velocity over flap)6

and spectrum shape a function of Strouhal number based on that velocity and flap
chord. Convective effects (associated with the aircraft flight Mach number) might be
expected to be represented by the dipole amplification factor (1 + Al cos )- 4 with
e measured at emission from the downstream axis and Ali being the flight Mach
number. The dipole directivity is expected to be as sin2 0' with E' measured from
the flap chord, provided that the diffracting and scattering effects of the dipole field
by the wing ahead are small. These predictions are reasonably in accord with data
presented in reference 4 for USB and EBF configurations at appropriate frequencies.
They represent a considerable oversimplification in that the scattering effects of
the nearby wing are completely ignored. They may be accurate only if the wing
chord is also smaller than the acoustic wavelength or if, as in many experiments, the
main wing is absent altogether. Further critical remarks along these lines are given
in the next section. More substantial convective amplification effects may also be
possible. For example, Crighton (ref. 60) and Howe (ref. 61) have shown that when
the near field of a source is scattered by a compact body, the scattered field has dipole
directivity combined with the quadrupole amplification factor (1 + Mocose)- on
mean-square pressure.

There are only limited data for the case of the acoustic wavelength being
short compared with chord, but those that exist are roughly in accord with the
expectations of the earlier section on trailing-edge noise. For example, in the
studies of a rectangular jet exhaust over a USB flap (ref. 95), the directivities (see
fig. 12) show a systematic change from a pattern close to nonconvected dipole (the
observer is at rest relative to the flap) to one described by equation (5) (namely,
sin2 (O/2)/(1 - cl Cos 0)2, with M0 = 0) in which the basic half-plane cardioid is
strongly modified by eddy convection downstream relative to the flap edge. Such a

1 See also the chapter entitled 'Propulswe Lift Noise' by Martin I. Fink
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pattern still has the upstream angle 0 = 1800 as a stationary value, but this gives
a local minimum when MI > 1/3 and the peak of the directivity is then at angles
on either side of the flap given by cos2(0/2) = (33Mij - 1)/2M.I. Reddy (ref. 95)

observes a good collapse of spectral data at the higher frequencies using a (Velocity)l
intensity scaling and a Strouhal number based on a flow scale at the flap edge-all
consistent with the idea that the dipole scalings and directivity progressively give
way to those of trailing-edge noise theory as the wavelengths become short. These
ideas have been confirmed experimentally in very fine detail in reference 30, where
the disturbance generating the dipole or trailing-edge noise was a vortex ring passing
close by the surface without impingement. This also shows that it is not helpful to
distinguish, as has sometimes been done (ref. 96), between "scrubbing noise," when
the flow impinges directly on the flap, and that generated by the interaction of the
near field of eddies with the surface or edge. The scaling laws are the same for both
cases, though the magnitude of the local forces may be larger in one case than in the
other.

0 -90.

~~~ ~*/180'

0~~ ~ 11 10 0 od

0 OASPL
A 0 63 kIIz

0=90 n 2 0 kz
10k 1z

Figure 12. Directwity of isolated blown-flap noise. (From ref. 95.)

An important feature revealed by several studies of USB configurations is
the presence of very strong tones, apparently a fundamental and first harmonic,
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apparently generated by the kind of feedback loop much studied in low-speed laminar
shear layers; see reference 80 for a review and the work of reference 97 on wall jets
modeling the USB arrangement. In reference 94 these tones were observed for a wall
jet with exit Mach number of 0.9 and ratio 6 of wall extension length to nozzle height
of 6.85, when shadowgraphs also clearly revealed large-scale vortex concentrations
in the primary and secondary shear layers. For 6 close to 10, similar tones were
observed. There is still (despite the denial of the authors) clear evidence of enhanced
coherent vortex activity in both shear layers. At Mo = 0.9 this configuration gave
the largest OASPL. Evidence of similar tones is to be found also in reference 51, and
such intense tones very likely create substantially increased broadband turbulence
and noise, as has been found to occur in the jet noise (refs. 67 and 68) and panel
vibration (ref. 53) problems. Tone-like spectral features have also been noted in the
EBF configuration (ref. 98). A possible source was thought to be the flow through the
slot between the first and second segments of the blown flap; certainly the observed
frequency is consistent with that expected, given the flow speed and slot width. The
slot configuration would also, however, be expected to produce enhanced broadband
sound associated with the unsteady mass flow through the slot when a turbulent
eddy passes either through the slot or stays entirely to one side of it. This broadband
field has not been examined experimentally in any systematic way, and no attempt
appears to have been made to separate it out in EBF studies. One theoretical model
exists (ref. 99) which shows that above-the-wing turbulence not passing through
the slot generates a monopole field in the flyover plane, with four inverse powers of
aircraft Doppler factor enhancing the field ahead of the aircraft and a typical fourth
to fifth power of velocity scaling law. Esseutially similar qualitative results hold
for the more important cases of below-wing turbulence and turbulence convected
through the slot, though the detailed results are more complicated. The noise field
toward the sideline has vertical dipole characteristics. In most conditions these slot
fields are likely to be at least as powerful as the force dipole or trailing-edge sources
associated with the flap segments and pose a noise hazard that should be avoided-
though more systematic experimental study is really needed here.

It is appropriate to add here a few remarks on leading-edge noise. When

turbulence interacts with the leading edge of an isolated airfoil, a strong field is
radiated, indeed much stronger than for a trailing-edge interaction. There, the edge
singularity of attached flow can be relieved by vortex shedding into the wake, a

process which greatly reduces the change in conditions experienced by an eddy
passing over the edge. No such mechanism is available at a leading edge which,
for a thin blade, experiences an inverse-square-root pressure loading. If the airfoil

is isolated and if the aigh-frequency limit is relevant, the field produced has the
familiar cardioid basic directivity of equation (4), but now peaks on the downstream
axis (and is modified by convection effects). If the airfoil is a flap segment near a large
wing surface, the essential noise mechanism probably involves the unsteady mass and
momentum flux through the narrow gap (the slot mentioned above), and the isolated
airfoil leading-edge noise ideas are irrelevant. Configurations may be found, however,
in which isolated leading edges of plates may be subjected to incident turbulence from
upstream. For these a theoretical treatment exists (for waves short compared with
the plate dimensions), in which Amiet (ref. 44) solves a gust interaction problem for
the leading edge and determines the unsteady loading and from that the radiation,
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just as for trailing-edge noise (except that no Ktta-condition is imposed). Some

model needs to be assumed for the wave-number spectrum of the rigidly convected
incident turbulence fluctuations (e.g., the Von Krmin spectrum), but then once
the scales are fixed, the theory predicts absolute noise level and directivity which
compare very favorably with experiment in reference 100.

This approach is likely to be quite adequate for an estimate of the contributionof isolated leading-edge noise to airframe noise for appropriate components such as

ading gear struts and perhaps gear cavity doors-but it is again emphasized that
the predictions are not relevant to a flap segment near a wing.

Development of a Comprehensive
Prediction Scheme

Several airframe noise prediction schemes have been put forward in the literature,
including whole aircraft correlations (refs. 24 and 25), the "drag element" method
(ref. 26), and two schemes (refs. 8 and 27) based on prediction of various component
fields. Of these, that due to Fink (ref. 27) is, in the opinion of the present author, the
one representing most nearly the state of the art in its combination of a wide range
of full-scale and model data with what appear at the moment to be the theoretical
ideas most widely accepted as correct. Accordingly, this section presents the main
points of Fink's proposals, with comments on other more recent evidence that lends
or removes support from them.

The scheme starts with clean airframe noise, with all gear and high-lift devices
retracted. This is assumed to be entirely associated with turbulent boundary layer
flow over the trailing edges of the wings and horizontal tail (for noise in the flyover
plane). Here, for aircraft with nonswept trailing edges, we have from the section on
trailing-edge noise, leaving aside all convection effects and vorticity shedding,

0 U2  
U, sin2 Esin 2(8/2) (19)(p) U,] (h2]

for a flyover (a = 90') at altitude h; here uo/Uo is the turbulence intensity, b the
wing span (or tail span), and 6 the boundary layer thickness at the trailing edge.
Equation (19) predicts peak noise at 0 = 1090, corresponding to peak emission be-
fore the aircraft is overhead; in contrast, Fink notes that any vertical dipole modeling
gives a peak at E = 90' and reception of peak noise when the aircraft is well past the
overhead position, features that have never been reported. The simplest prediction
from equation (19) assumes 6 to be proportional to chord and independent of U0
(actual exponents close to 0.8 and -0.2, respectively), and states that peak OASPL
-10log(Sw/h 2 ) - 50 log U, should be a constant for all aircraft, with S the wing
area, and figure 13 (from ref. 27) shows that this is a good first approximation for
16 aircraft ranging from high-performance gliders through small propeller and jet
transports to the largest transports flying (747, C-5A). Aspect ratio does not feature
in equation (19) and the collapse in figure 13 includes a more than 10:1 variation
in aspect ratio, indicating that the (AR)4 variation postulated in earlier work (see
eq. (3)) is probably incorrect and misleading. An improved prediction is obtained
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by taking b5 = 0.37(S./b)(UoS,/bv) - 0"2 with v the viscosity; this gives (cf. eq. (6)
of ref. 27 and the related discussion)

OASPL = 50 log Uo + 10log( bh 2 ) + 7.5 dB (20)

for jet aircraft (Uo measured in knots).
The spectrum shape recommended by Fink is an empirical fit:

SPL -/3 OASPL= 10 log {0.613( ) 4  f) 3 /2  
- 0.03

(21)
to data taken on an upper-surface-blown-flap rig. The peak frequency f. should be
taken as fm, = (O.1)Uo/6, and Fink (ref. 27) argues that these equations should
be adequate for civil transports with wings of modest taper ratio, without any
need for modification for different values of lift coefficient. Spectra calculated from
equation (21) agree well with those (ref. 8) derived from the NASA Aircraft Noise
Prediction Program (ANOPP) (which uses the drag element method of ref. 26) and
with measured spectra.

Directivity predicted by equation (19) in the flyover plane was shown by Fink
(figs. 5 and 6 of ref. 27) to fit clean DC-10 airframe noise better than the dipole
modeling used in reference 101 to represent that noise. No convection effects were
recommended for inclusion in Fink's comparison, and given the uncertainty discussed
with regard to trailing-edge noise, it is not clear what convection effects should be
included (although the usual convection Doppler shift on frequencies should apply
whatever amplitude changes take place).

An additive correction is proposed to take account of about 8 dB difference in
OASPL between "very clean" aircraft (high performance gliders and jet aircraft
with simple trailing-edge flaps and few flap track fairings) and aircraft in the clean
configuration, but with numerous flap fairings and complicated multisegment flaps;
see reference 27 for details.

Fink takes the azimuthal directivity of trailing-edge noise to be

p2 sin2 a (22)

with a = 90' as the flyover plane, and he (fig. 7 of ref. 27) uses this to explain a
phenomenon noted in several full-scale tests, in which a moderately high-frequency
speed-independent peak was observed, dominating the OASPL. Fink shows that
the OASPL and high-frequency spectral levels do not change with azimuthal angle
a, but that the low-frequency levels vary according to equation (22); the inference
is that low-frequency levels are set by trailing-edge noise, with scaling according
to equation (22), while the higher frequency levels are associated with noise from
the idling jet engines, with no dependence on a. Attractive as this explanation
is, however (and remarkably well supported by fig. 7 of ref. 27), equation (22) is
incorrect for trailing-edge noise; the (3/2)-pole nature of that source gives a variation
of p with sin(9/2) in the flyover plane, and with (sin a)1/ 2 in the azinmuthal angle,
both non-multipole. The (sin a)1/ 2 factor can be regarded as confirmed to a high
degree of accuracy by the experiments of Kambe (ref. 30) on sound from vortex rings
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edge nozse theory. Solid lines correspond to the U5 variation predicted by
trailng-edge noise theory. (From ref. 27.)
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near trailing edges, and it is independent of the detailed unsteady flow mechanism
considered. Thus the correct azimuthal variation can now be taken as

c2) cc sina (23)

and although this has the right tendency to be consistent with Fink's interpretation,
it gives only one-half the decibel reduction with angle that goes with equation (22)
and which was plotted from experiment by Fink. Thus the azimuthal directivity
of low-frequency trailing-edge noise is a topic needing further experimental study.
(The convection factor (I - M. sin a)- I in eq. (5) reduces the discrepancy between
eq. (23) and measurement, but not by much at typical low McI.)

Now, to the trailing-edge noise predictions for the clean wing and horizontal
and vertical tails (note that the higher frequency noise from the horizontal tail
significantly contributes to perceived noise levels in the flyover plane), Fink's noise
component method adds predictions for the noise of nose and main landing gear and
of wing flaps and leading-edge slats. With the exception of the leading-edge slats, for
which very few data are available, no nteractions are included between these fields.
The basis for tnis comes from reference 10 where flights of a VCIO with deployment,
one at a time, of slats, flaps, and gear could be used to determine single-component
additions to the cruise configuration noise levels (engines idling) and could then be
simply added to obtain an approach noise spectral prediction in very close agreement
with measurement for the fully dirty configuration (see fig. 14). The assumption of
weak interaction is a natural first approximation, but other examples can be quoted
(refs. 18 and 78) which show significant interactions, both favorable and unfavorable,
between the gear and leading- and trailing-edge devices. We should also note that
the wheel well doors of the VC10 are closed again after the gear are deployed, which
both removes cavity noise and reduces gear-flap interaction noise.

The peak noise from gear components is predicted in reference 27 from analytical
fits to curves in reference 77 for two- and four-wheel gear sets (see figs. 8 and 9). It
is assumed that the nose gear contributes a drag force, giving a field independent of
azimuthal angle, and a side force dipole dominating the sideline field, as discussed in
the section on gear noise. For the four-wheel main gear there is a similar split, but
now the field vertically below the aircraft is stronger, relative to the sideline field,
presumably because of strong vertical forces arising from the interaction between the
first and second wheel rows. The analytical fits to the spectra measured on models
in reference 77 reproduce the measured data well in the flyover plane and in the
sideline direction, but with a slightly larger error (3 dB) at an intermediate angle.
Measured spectra (gear down and flaps and slats retracted) are available for the peak
approach noise of the VC10 (ref. 10) and 747 (see table 6 of ref. 27). These spectra
show oscillatory features, but are quite well predicted by Fink's method based on
model data, up to frequencies as high as 5 kHz full scale. The noise of the 747
is underpredicted, however, by as much as 5 dB over the entire range from 1 to
4 kHz, but this may be due to residual engine noise (which would not affect the
good prediction of the OASPL for the clean 747). A much larger underprediction,
by more than a further 5 dB, results from the use of the method devised by Heller
and Dobrzynski on the basis of their own data (ref. 77). As noted previously, that
method also seriously underpredicts VC10 gear noise at high frequencies, where the
Fink method is much better and is accordingly to be preferred for PNL calculations.
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Fzgure 14. Comparison of sum of measured noise components with measured
total noise for VC1O at approach (ref. 10). (From ref. 27.)

Trailing-edge flap noise is modeled in reference 27 as a single lifting dipole field,
the dipole being generated by wing turbulence forces on the flap. An equivalent
flap chord cp' is defined for the whole (doubly or triply slotted) flap system, and
it is asserted that spectral collapse should occur on a Strouhal number basis with
Cv as the length scale and that spectral amplitudes should scale with (Velocity) 6.
It is also argued, and shown rather convincingly from VC10 data at three different
flap deflections 6

F, that flap SPL's should scale with sin2 6F', and a small correction
cos2 (6F/2) is also allowed for rotation of the dipole directivity pattern at the peak
noise condition. Figure 15, from reference 27, shows the results of these scalings,
mainly for large jet transports, and shows also the difference at high frequencies
between aircraft with double- and triple-slotted flap systems. The prediction method
of reference 27 represents figure 15 hy the straight lines shown and gives them in
analytical form.

These results, hased as they are on much full-scale data, are probably adequate for
prediction in generally similar circumstances. However, they are quite unsatisfactory
at a fundamental level, and therefore possibly misleading if applied to rather different
configurations. The flap segment is not an isolated airfoil generating compact dipole
noise in response to incidence fluctuations associated with the oncoming turbulent
flow. The ability of a given unsteady pressure distribution over the airfoil to generate
sound is strongly influenced by the geometry of nearby bodies, and the presence
near the flap of a wing of large chord compared with the wavelength must affect
both the level and directivity of the flap-generated sound. Indeed, one might argue
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Figure 15. Measured normalized spectra of trailing-edge fltap noise. (From
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that for moderate flap deflections the idea that the flap is separate from the wing "
is irrelevant and that noise is generated by the flap in just the normal trailing-edgeway, the deflection of the flap merely leading to different turbulence velocity and

length scales near the edge from those pertaining to the clean configuration. And if
the flap deflection is large, one might argue that the unsteady loading of the wing

itself can be neglected and that the dominant source is associated with force dipoleson the flap. Then the problem is again that of finding the acoustic field of a dipole
source near a half-plane, for which again the scaling of- ed with velocity involves
the fifth power and the directivity is again the half-plane sin2(/2) (refs. 32 and
102). The directivity is fixed and does not rotate with the dipole attached to the
airfoil; but the amplitude in any fixed direction does change as the strength and
direction of the dipole change with change in the flap deflection. Some more detailed
study of these variations would be worthwhile, but would be unlikely to change the
conclusion that the flap noise mechanism is misrepresented by dipole scalings and
that the proper scalings are those of half-plane trailing-edge noise. Since most of the
emphasis in reference 27 is on peak noise levels, the directivity problem as yet is not
properly explored, but the enhanced forward directivity of half-plane noise could be
significant, as could the (Velocity) 5 rather than (Velocity) 6 law in the case of EBF

or USB configurations.
These conclusions are reinforced by the study of reference 103 on the sound

generated by the convection of vorticity past the trailing edge of a half-plane,
downstream of which is a thin flat plate in the same plane as the half-plane and
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separated from it by a slot which is narrow on the acoustic wavelength scale. The
flat plate, modeling a flap segment, may be compact or noncompact relative to
the acoustic wavelength. The most important conclusions are that in all cases the
directivity of the scattered field is similar to that due to turbulence at the edge of a
large rigid plate, and that this casts serious doubt on correlation procedures which
use ideas related to the gust response and acoustic field of a single isolated airfoil.

Data for leading-edge devices-slats or flaps-are scarce, and the only theoretical
work is that of reference 99 on the convection of vortices through a slot, which
was not intended to model the leading-edge slat device. There are several possible
mechanisms: dipole or trailing-edge noise from the wat itself, with strong influence
from the large wing nearby; noise from flow past exposed actuators and tracks
in the slat gap, again heavily influenced by the local geometry over an acoustic
wavelength; monopole radiation from unsteady volume flow through the slat gap;
and modifications to the wing mean and unsteady flow. Fethney (ref. 10) gives
data for VC10 flyovers with and without leading-edge slat deployment. Typically
deployment increases OASPL by 5 dB, the increase being roughly constant up to
1 kHz where engine and clean airframe noise then dominate. Boeing 747 data have
been taken (ref. 15) for a large model in a wind tunnel. In the model the leading-
edge devices could be operated as flaps with no gap between flap and wing or as
slats with a gap. Slats were noisier, typically by 3 dB. A much larger excess of slat
noise over leading-edge flap noise was reported, at model scale, in reference 18, in
wind-tunnel studies using a directional microphone. These studies indicated that the
distribution of slat noise sources was uniform along the slat span, but concentrated
at the trailing edge. Scaled model slat noise was 5 dB higher than the measured
VCO levels, so the mechanisms here may be sensitive to Reynolds number. No
information is available on the directivity of slat-generated noise. In the absence
of any more data, Fink (ref. 27) used an ad hoc modification of his expression for
clean wing noise to fit the VC10 slat data; the modification implies an interaction
between slats and wing, though there is no postulated mechanism for this. Figure 16
of reference 27 contains the available full-scale data; no theory is available to suggest
appropriate SPL, spectral scalings, or directivities.

This Federal Aviation Administration (FAA) noise component scheme of refer-
ence 27 was then compared with flyover measurements of the noise from a range of
aircraft types (glider, light twin-prop, business jet, large jet transport, and fighter)
and with the NASA ANOPP whole aircraft predictions of reference 8 and the NASA
ANOPP drag element method predictions of reference 24. A small selection of the
results is given below in figures 16 to 20. Considerable variations can be seen between
the different predictions; for example, the whole aircraft (ref. 8) and noise compo-
nent (ref. 27) methods differ by almost 20 dB in OASPL for the 747 in the clean
configuration. The noise component method underestimates the OASPL by 8 dB,
the spectral levels above 1 kHz by more than 20 dB, and the PNL by 15 dB. More
relevant, however, are the predictions for the dirty configuration, where the noise
component method reproduces measured OASPL and PNL to within 1 dB. In gen-
eral the noise component method is reasonably accurate for the OASPL, and more
importantly for the PNL, in the dirty configurations of all aircraft studied except the
F-106B delta wing fighter, for which the noise component and drag element methods
underpredicted OASPL by nearly 10 dB and the whole aircraft method overpredicted
OASPL by more than 20 dB (see fig. 20). Since data from the F-106B were entirely
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excluded from the regression analysis that led to the scheme of reference 8, one can
only conclude that delta wing designs are not adequately covered by anything but a
large ad hoc modification of any of the existing prediction schemes. Note, however,
that all three schemes gave a directivity in good agreement with measurement for the
F-106B (and conforming to the half-plane directivity law), so that it appears that
the scale and intensity of trailing-edge fluctuations on delta wings are not correctly
modeled by those on conventional wings of moderate taper ratio.

100

NASA ANOPP total
aircraft method

900

~ 8 00 0 NASA ANOPP drag80 0 0 leent method

000o o /-/000° 0 "''N 0 ;°
0 0 0 0

70 / - 0
70 ' FAA nOise

>-'-onll " ie e

componet Iethod 0

50 to 200 500 1000 2000 5000 10000

i/3octae center frequency, Ilz

Figure 16. Comparison of measured and predicted flyover noise spectra for
Boeing 747 in clean configuration at 233 knots. (From ref. 27.)

Conclusions

We have reviewed current understanding of airframe noise as represented by
experiment at model and full scale, by theoretical modeling, and by empirical
correlation methods. The principal component sources are associated with the trail-
ing edges of wing and tail, deflected trailing-edge flaps, flap side edges, leading-edge
flaps or slats, undercarriage gear elements, gear wheel wells, fuselage and wing bound-
ary layers, and panel vibration, together with many minor protrusions like radio an-
tennas and air-conditioning intakes which may contribute significantly to perceived
noise. There are also possibilities for interactions between the various mechanisms.
With current engine technology, the principal airframe noise mt 'hanisms dominate
only at low frequencies, typically less than 1 kHz and often much lower, but fur-
ther reduction of turbomachinery noise in particular may make airframe noise the
principal element of approach noise at frequencies in the most sensitive range.
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Figure 17. Comparison of measured and predteted flyover noise spectra for
Boeing 74/7 with landing gear extended, at 222 knots. (From ref. 27.)

In some areas there is a good basic understanding-for example, in the case of
gear noise, though here the only use of that understanding is likely to be in the
adoption of appropriate scalings for correlation schemes. The work described here
from references 27 and 77 represents a successful example of such correlation; more
sophisticated theoretical study is not needed and, indeed, likely not to be helpful. For
trailing-edge noise there ib a substantial body of Cheory, and theory and experiment
are in agreement on overall features, but apparently in conflict over several points:
one is the matter of the Kutta condition, which controls the level of trailing-edge
noise and modifies its directivity; another is the issue of whether the prediction of
reference 36 from an aeroacoustic analogy can deal properly with high-frequency
noise from trailing edges, or whether a modification (to deal with the aircraft flyover
situation) of the theory of reference 64 is needed. Flap side edges appear to be
important sources, and much further work, theoretical and experimental, is needed
here; none of the complete prediction schemes yet incorporates side-edge acoustic
sources. Significant effects have also been reported for leading-edge devices, but
there is a great need for more data here, and for theoretical modeling, as there is
also for the question of noise radiation from the vibration of panels in undercarriage
gear doors and on deflected flap segments. For undercarriage gear cavities, the basic
response mode at low frequencies is understood, but damping mechanisms that are
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Figure 18. Comparion of measured and predicted flyover noise spectra for
Boeing 747 with trtling-edge flaps and gear extended, at 204 knots. (From

ref. 27.)

not understood seem to limit noise of realistic cavities to levels well below those
observed in idealized experiments, and probably below other airframe noise fields.
Significant benefits are achieved, though, if the wheel well door can be closed after
deployment of the landing gear <ref. 10). For USB or EBF configurations, even the
basic mechanisms are not understood, and the combination of large flap deflection,
multiple flaps and slots, and high Mach number flow makes it difficult to suggest
appropriate scalings, directivity, and spectral features.

We must stress that the generally available data base is extremely limited, in
terms of the aircraft included, co-'gurations and speeds flown, and directional char-
acteristics measured. Not surprisingly there are many diametrically contradictory
findings reported, and it has not been possible here to present a consistent view of
much of the work. These contradictions may be due in part to the fact that many
of the airframe noise mechanisms are Reynolds number dependent (to a greater ex-
tent than in turbomachinery and jet noise), in part to the fact that the noise levels
under discussion are very low indeed, and in part to tile difficulties of experimental
technique for flyovers of large aircraft at low thrust.
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Figure 19. Comparison of measured and predicted flyover noise spectra for
Convair CV-990, with trailing-edge flaps extended (360) at 189 knots and
flaps and gear extended at 160 knots. (From ref. 2Z)

Turning now to the possibilities for airframe noise reduction, these lie entirely
at the moment in the modification of elements contributing to the noise of the
dirty configuration. The noise from these elements can be somewhat reduced by
major change to the basic airframe to achieve lower approach speed. Doubling wing
area could reduce speed by a factor 0.7 and reduce gear noise by 8 dB (ref. 27),
but such modification has major operating disadvantages that would probably be
unacceptable. Modifications to individual elements should therefore be sought at
constant typical approach speeds.

For trailing-edge and flap noise, numerous proposals have been made (see
references in ref. 27) and tested at small scale. These involve either a change to
the surface impedance (over the whole surface or near leading or trailing edges) to
minimize the discontinuity felt by a convected eddy passing over an edge, or a change
to the turbulence properties near an edge by the action of a screen or grid. Porous
trailing edges were found to have no effect on the noise from an isolated airfoil exposed
to grid turbulence, whereas porous leading edges reduced noise by more than 6 dB at
frequencies significant to PNL at full scale. However the recommendation (ref. 27)
for adoption of porous leading edges on flap segments must be treated with great
caution. The noise of a chordwise compact airfoil is dipole and determined by the
gust-response lift of the airfoil, which in turn is determined mainly by the leading-
edge peak pressures, so that some significant reduction would be expected from any
impedance change at the leading edge. By contrast, the trailing-edge loading is zero
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Figure 20. Comparison of measured and predicted OASPL directivity for
Convair F-IO6B. (From ref. 27.)

if the Kutta condition is applied, and any impedance change at the trailing edge is
likely to be less important. These arguments do not, however, apply directly to the
flap noise problem, where the presence of the wing ahead controls the extent to which
a given force distribution on the flap can generate noise. The porous flap studies
need to be performed not on an isolated airfoil, but on an airfoil coupled to a wing.
In view of the importance of flap iide-edge sources, attention should also be given to
changes of surface impedance near those side edges. Such studies have in fact been
conducted in connection with USB and EBF tests, and substantial benefits have
been found (ref. 104) from the use of porous trailing-edge regions-benefits typically
of 5 dB over a wide frequency range and of as much as 10 dB over narrow ranges.

Serrated leading and trailing edges have been studied (see ref. 27) as a means of
obtaining a more gradual impedance change at the edge. So far no noise reductions
have been reported with such edges, though small noise increases have been.

Trailing-edge noise is reduced if the trailing edge is swept relative to the mean
flow (eq. (5)). Significant sweep of the whole wing is obviously not feasible in
many applications, but one might hope that the same effect might be achieved by
a sawtooth trailing edge, with alternating portions with large forward and back-
ward sweep. Limited tests have been carried out on models with a sawtooth trailing
edge (ref. 105), and noise reductions of 3 to 6 dB were obtained for sweep angles of
60'; therefore this appears to be a promising idea for further development, perhaps
also when combined with the idea of a porous trailing-edge region mentioned above.
Because the two concepts exploit different properties of trailing-edge noise, the ben-
efits should be additive. Both have been tested at larger scale, and the sawtooth
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trailing edge has been tested at full scale in flight (ref. 106), where it reduced EPNL
by2dB.

Flap noise may be controlled somewhat by minimizing the number of side edges
and by preventing direct jet impingement on the side edges. The effects of flap
track fairings may also be important, and narrow-chord vranes forming part of a
triple-slotted flap system may generate high-frequency noise contributing to PNL.
Interaction between the gear and flaps may be beneficial if the flap deployment
reduces velocity around the gear, but unfavorable if the gear wake impinges on the
flap trailing and side edges.

Ideas for controlling cavity noise have been examined in reference 107, among
them one for preventing cavity shear layer interaction with the downstream cavity
lip by fluid injection into the cavity from the base. This may be helpful for long
cavities, but it seems to go against the idea (ref. 81) that an interacting flow might
lead to the generation of vorticity from the downstream lip and that this would tend
to reduce the volume flow across the cavity mouth and hence reduce the radiated
sound. But in any event, typical aircraft cavities seem to operate in a resonant
depth mode, producing only low-frequency noise heavily damped by cavity fittings
and gear and not significant for PNL. The landing gear elements themselves are,
however, strong noise sources, and large clusters of wheels are likely to produce
intense noise below and to the side of the aircraft. Vortex shedding from cylindrical
members can be greatly reduced by the presence of splitter plates. These were
recommended in reference 27, but appear feasible only when mounted vertically
behind vertical struts, where they reduce sideline, but not approach, noise. Control
of broadband aerodynamic interactions between gear components producing noise
below the aircraft seems the most difficult problem it airframe noise. Much might,
however, be accomplished, as one of the reviewers has pointed out, by relatively
simple efforts to generally "clean up" the flap and gear components, the actuators
and doors, and the leading and side flap edges, from the aerodynamic point of view.
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Introduction

Propulsive lift noise is the increase in noise that occurs when airframe surfaces
are placed in the propulsive system's exhaust to increase their lift force. Increased
local flow velocities and turbulence levels, due to the propulsive system exhaust
gases passing along the airframe lifting surfaces, cause an increase in maximum
lift coefficient. The airplane's flight speed required for takeoff and landing can
then be significantly reduced, allowing operation from shorter runways than those
of conventional commercial airports. Unfortunately, interaction of high-velocity
turbulent exhaust flow with the airframe's solid surfaces generates additional noise
radiation.

Aeroacoustic processes that cause propulsive lift noise also are present in airframe
noise and propulsive system installation noise. However, airframe noise varies with
the flight ,elocity, while propulsive lift noise depends weakly on the flight velocity and
strongly on the exhaust or slipstream velocity. Turbulence levels and scale lengths
that determine airframe noise often are those for attached turbulent boundary layers
rather than the much larger values within free shear layers in the propulsive exhaust.
For both of these reasons, propulsive lift noise is much stronger than airframe noise.

Short-takeoff-and-landing (STOL) propulsive lift concepts were examined (ref. 1)
during the early and mid 1970's. They were intended to accommodate the predicted
increase in airline passenger-miles without overcrowding the existing airports. These
new transport aircraft were expected to operate from a multitude of new small
airports (STOLports) that Aould each occupy a small land area. STOL could
be commercially acceptable only if takeoff, approach, and sideline noise of these
new aircraft was acceptably low and fuel costs for these inherently less fuel-efficient
aircraft remained small. Instead, fuel costs increased greatly, and commercial
operation of such aircraft would have been economically impractical.

Research studies of propulsive lift noise led to development of improved methods
for predicting noise radiation from surfaces in tr-bulent flows. These analyses
were applied in the late 1970's to prediction and understanding of airframe noise
Knowledge gained about causes of propulsive lift noise has also been useful in
reducing propulsive system installation noise.
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A 1984 study of potential technology opportunities that might be possible in
the future (ref. 2) had listed, as opportunities under the subject of aero/propulsion
interaction, "Doubling of the usable maximum lift through propulsive lift concepts
that employ low engine bleed rates." This would be applied to commercial subsonic
transports having greater community acceptability due to reduced noise during
takeoff and approach. The subject of propulsive lift noise will reappear for such
aircraft. As is discussed later, one useful starting place would be to perform
experiments using imaging microphone techniques to identify physical locations from
which this noise is radiated at takeoff and approach flight speeds These experimental
techniques had not existed when most propulsive lift noise data were obtained.

Description of Propulsive Lift Vehicles

STOL performance can be achieved by use of either small airplanes having low
wing loading or conventionally sized airplanes using the propulsive system exhaust
gases to generate increased lift at low flight speeds. The first approach leads to high
operating costs and poor ride qualities In the early 1970's, the second approach
had the problem of then-unknown noise levels. At least four types of propulsive lift
STOL concepts (fig. 1) were developed and test flown, each with its own advantages
and difficulties. Physical and aeroaconstic properties of each type are summarized
below

(a) Engine under the wing. (b) Upper surface blowing (Coanda) flow.

(c) Augmentor wing. (d) Wing in propeller slipstream

Figure 1. Types of propulsive lift STOL configurations. (Based on ref. 32.)

Under The Wing (UTW) Turbofan

The first type of turbofan STOL configuration to receive detailed attention was
the UTW concept (fig. l(a)). Its engines are mounted under the wing and ahead
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of the torsional axis as for a conventional turbofan, but they are not mounted as
far beneath the wing. The wing trailing edge flaps extend across the exhaust region
instead of having cutouts at the exhaust jet locations. Relative positions are such
that the upper edges of the spreading exhaust jets attach to the wing lower surface
a short distance ahead of the first flap slot.

When the trailing edge flaps are deflected, part of the exhaust gas passes through
the slots. This high-velocity high-turbulence flow attaches to the flap upper surfaces
despite the presence of strong local adverse pressure gradients that otherwise would
separate the local external airflow in forward flight. Turbulent mixing of the exhaust
flow and the external flow causes the external flow to follow the deflected flap panels.
Increased lift force and reduced drag are achieved on the deflected flaps. An upward
component of thrust force also is generated, because the flap lower surfaces turn
most of the impinging exhaust gases to nearly the flap deflection angle.

Aeroacoustic data were first obtained for this type of configuration at small scale
and zero forward speed (refs. 3 and 4). A wing and trailing edge flap being scrubbed
by the exhaust jet was found to increase the noise radiation beneath the wing. This
noise, referred to as "scrubbing noise," clearly would increase takeoff and approach
flyover noise of a UTW airplane. UTW airplanes such as the McDonnell-Douglas
YC-15 and C-17 resemble conventional turbofan transports designed for short field
operation and have little additional drag penalty in cruise flight. However, increased
noise is likely to be radiated at takeoff and approach flight speeds from the large
number of slots and edges immersed in high-velocity turbulent exhaust flow at low
flight speeds.

Upper Surface Blowing (USB) Turbofan
One reaction to the high measured noise levels beneath the UTW aircraft was

development of the upper surface blowing (USB) configuration, originally called over
the wing (OTW) (refs. 5, 6, and 7). This configuration is sketched in figure 1(b). It
has shields over the trailing edge flap slots that can be retracted to allow slot airflow
in case of engine failure. The engines are mounted above and ahead of the wing.
This combination of engine location and unslotted aft wing causes propulsive system
aft-radiated noise and some of the propulsive lift noise to be acoustically shielded
from locations beneath the aircraft's flight path.

The engine exhaust can be spread over a larger portion of the wing span by use
of exhaust nozzles with rectangular or D-shaped cross sections. Exhaust gas flow
tends to remain attached to the wing and deflected flap upper surface because of the
Coanda effect Mixing with the external air above the flap then causes that air to be
deflected USB airplanes include the Boeing YC-14 and Quiet Short-Haul Research
Aircraft (QSRA), the National Aerospace Laboratory (Japan) "Asuka" Quiet STOL
Research Aircraft, and the Antonov An-72 STOL transport.

Aerodynamic disadvantages include increased viscous drag in cruise flight because
more of the wing upper surface is scrubbed by the exhaust jet during cruise and
thicker, heavier wing upper surface skin is required to resist structural fatigue caused
by adjacent engine exhaust flow. Variable geometry devices may be needed on the
nozzle and wing upper surface to maintain attached flow over the full range of exhaust
pressure ratios. Aeroacoustic advantages include reduced downward-radiated noise
because aft-radiated engine tone noise and much of the jet mixing region is shielded
by the wing upper surface.
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Augmentor Wing (AW)

The augmentor wing, sketched in figure 1(c), is a concept (ref. 8) in which part
of the engine exhaust gas is spread spanwise into a large number of narrow ejector
nozzles within an ejector formed by upper and lower segments of the trailing edge
flap. One De Havilland of Canada DHC-5 Buffalo aircraft was extensively modified
to demonstrate this concept. It avoided flap upper surface flow separation by using
the ejector as a suction source to rotate and ingest such flow. The deflected high-
momentum exhaust of the ejector acted as a jet flap to induce lift on the wing and
achieve an upward component of thrust.

Noise was expected to be reduced by shielding the ejector jet mixer within
acoustically absorbing upper and lower flap panels. The dominant ejector exhaust
noise was intended to have high frequency because of the small primary nozzle jet
height, so that much of the outward-radiated noise would be attenuated by the
atmosphere. Disadvantages include weight and complexity of the trailing edge flap
panels and the high-pressure high-temperature spanwise ducts and mixer nozzles.

The augmentor wing is one example of the general category of STOL aircraft
that use a trailing edge jet flap to achieve increased lift at constant airspeed and
incidence. Many such concepts require such large momentum coefficients that the
exhaust jet is supersonic and causes additional noise.

Wing in Propulsive Slipstream

The earliest and most conventional type of propulsive lift STOL airplane is
sketched in figure l(d). It uses the propeller slipstream to generate increased relative
airspeed between the wing and its upstream airflow. Such airplanes include small
single-engine airplanes with large-diameter propellers, such as the Helio Courier,
and larger four-engine airplanes, such as the Lockheed C-130 and De Havilland of
Canada DHC-7. The four-engine airpianes, of course, can generate larger increases in
lift coefficient because a larger fractioi. of the wing span is immersed in the propeller
slipstream.

Propeller slipstreams contain he blade viscous wakes and potential-flow wakes.
Rotation of the slipstream causes these regions of altered velocity to sweep past the
wing and induce lift fluctuations on the wing. Acoustically noncompact dipole noise
radiation is generated, and such noise can be predicted (ref. 9) by available analytical
methods. Tone noise is generated at frequencies related to the shaft revolution rate
and its harmonics, as with a turbomachine rotor followed by a stator.

Disadvantages include slightly increased propeller noise and slightly reduced
propeller efficiency both caused by the wing's induced azimuthally nonuniform flow
field at the propeller. For conventional propeller-driven aircraft, the increased
propeller noise has been found to dominate any increase in noise radiated from the
wing. Data are not yet available to determine whether this also is true for aircraft
powered by high-disk-loading prop-fans.

Shpstreams can also be obtained as the exhaust of high-bypass-ratio turbofan
engines. This variant had been tested at model scale (ref. 10) as an engine in front of
the wing (EFW) configuration. EFW noise can be predicted using the same methods
as for wing broadband noise in propeller slipstreams, except that the turbulence is
that of the jet mixing region at the wing leading edge axial location.
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Experimental Observations of Propulsive

Lift Noise

Under The Wing Configurations

Overall sound pressure level (OASPL) directivity in the flyover plane for noise
radiation from a small UTW model is shown in figure 2 for nozzle pressure ratios of
1.25 and 1.7. These data from reference 3 are for zero forward speed and 100 to 20'
flap deflection, as would be used in takeoff. This noise is nearly omidirectional inmuch of the flyover plane. Maximum levels occur almost vertically above and below

the wing. Minimums occur in the aft direction of the deflected jet and in the forward
upper quadrant opposite of that direction. By examining the variation of directivity
shape and amplitude with exhaust velocity, it can be realized that OASPL near the
deflected jet is dominated by jet exhaust noise.
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Figure 2. OASPL directivity in flyover plane for a small UTW model at takeoff
flap deflection (20') and zero flight speed.

Amplitude of this noise near the deflected jet is larger than that of an isolated jet
at the same exhaust velocity. Noise beneath the wing would be expected to exceed
that for an isolated jet because of noise reflection from the wing lower surface. This
effect should have decreased, not increased, the noise measured above and behind
the wing. The combination of the exhaust jet and an adjacent wing had caused
additional noise radiation both above and below the wing.
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OASPL directivity of an isolated exhaust jet, rotated to the measured ex-
haust deflection angle, can be empirically increased several decibels to match mea-
sured OASPL amplitudes near the deflected exhaust. Subtracting this empirical
quadrupole noise contribution from the measured OASPL directivity gives a shape
that resembles a compact lift dipole in the two aft quadrants. However, it has con-
siderable amplitude in the forward direction where a lift dipole would be predicted
to approach zero amplitude.

OASPL directivity in the flyover plane at approach flap deflection (300 to 600 for
the aft flap panel) is shown in figure 3 for the same model. These directivity shapes
have greater angular variation than those for takeoff flap deflection. Noise radiation
perpendicular to the highly deflected flap surfaces and quadrupole noise from the
deflected exhaust jet are more easily recognized to have rotated with increased flap
deflection.
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Figure 8. OASPL directivnty in flyover plane for a small UTW model at
approach flap deflection (60') and zero flight speed.

OASPL's at sideline directions have larger variation with measurement angle.
-his is most noticeable (not shown) at takeoff flap deflection and sideline angles of
60' to 70' from the flyover plane, typical of a sideline position beyond the end of
the runway. Sideline noise is greatly decreased as the polar angle increases in the aft
direction from the 900 (wing tip) to the 1200 region. The directly radiated noise then
changes from that which originates beneath the wing (a mixture of surface-radiated
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noise and volume-radiated quadrupole noise) to noise originating above the wing and
having a more rapid decay with sideline angle.

Full-scale nozzle exit diameters would be relatively large and exhaust velocities
relatively low. Frequencies that strongly influence the full-scale perceived noise levels
correspond to Strouhal numbers greater than 10. Relatively large models had to be
tested so that frequencies corresponding to those Strouhal numbers were not too
large. Otherwise, corrections for atmospheric attenuation would have introduced
excessive error.

Upper Surface Blowing Configurations

Unlike UTW configurations, whose directivity in the two aft quadrants is almost
symmetrical about the deflected exhaust jet, this directivity for USB configurations
is unsymmetrical. OASPL directivities in the flyover plane are shown in figure 4 for
a USB model with a D-shaped exhaust nozzle and jet flow deflector (ref. 5) at takeoff
and approach flap deflections and zero flight speed. (The cross section of a D-shaped
nozzle has a straight lower edge next to the wing and curved upper and side edges,
resembling the letter D rotated 90' counterclockwise.) Measured OASPL clearly is
larger above the wing than below.

OASPL directivity shape beneath a USB configuration has less angular variation
than that beneath a UTW configuration. Levels are nearly constant in the lower
quadrants until the deflected exhaust jet is approached. Then the levels and shape
closely resemble those for a UTW configuration with the same aft flap deflection.
Directivity in the sideline plane is similar except that for the USB configuration,
OASPL abruptly increases at large sideline angles in the aft quadrant. For those
directions, the far field position is not shielded from the forward part of the exhaust
region by the wipg. (Instead, it has a direct line of sight to that strongly noise-
radiating exhaust region.)

Augmentor Wing

Acoustic data for small-scale and large-scale augmentor wing models are given in
reference 8 for zero flight speed. The large-scale model was tested both with hard-
wall surfaces and with acoustic absorbing panels. Scaled results for the small model
generally agreed with those for the large model. Only data for the large-scale model
are discussed here

OASPL directivity in the flyover plane at takeoff flap deflection is shown in figure 5
for nozzle pressure ratios of 1.6 (subsonic) and 2.6 (stpersonic). The solid symbols
are data obtained with hard-wall surfaces. Open symbols are for acoustic panels on
the inner surfaces of the augmentor intake door, shroud, and flap

Acoustic treatment reduced the noise levels up to 3 dB within about 60' of
the deflected exhaust. Noise radiation ahead of this angular region was nearly
omidirectional in the limited region measured. Below the wing, it was about
3 dB higher than above the wing Pressure amplitudes near the overhead direction
varied approximately with nozzle jet velocity to the fifth to sixth power, as would
be expected for noise radiation from large surfaces in turbulent flow with a small
turbulence scale length.

OASPL directivity patterns in the flyover plane at approach flap deflection are
shown in figure 6 for nozzle pressure ratios of 1.6 (subsonic) and 2 0 (slightly
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Fgure 4[. OASPL directivity zn flyover plane for a small USB mode! witha D-shaped ehaust nozzle and et deflector, at takeoff and approach flap
deflections and zero flight speed.
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Figure 5. OASPL directviy for augmntr wing at takeoff flap deflection
(20') and zero forward speed. Open symbols denote acoustic treatment;
solid symbols denote hard walls. (From T4f 8.)
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Figure 6. OASPL directivty for augmentor wing at approach flap deflection
(650) and zero forward speed. Open symbols denote acoustic treatment;
solid symbols denote hard walls. (From ref. 8.)
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supersonic). Here, peak flyover noise levels occurred at about 400 from the deflected
exhaust jet direction. Noise amplitudes varied with exhaust velocity to the 8th to
10th power, and were reduced 4 to 5 dB by acoustic treatment. ,Noise levels at these
directions of practical interest for approach flight were dominated by augmentor
jet noise. The angular region for which the acoustic absorbing panels caused large

noise reduction was increased as nozzle pressure ratio increased ahove that for sonic
exhaust velocity. Acoustic lining apparently suppressed or absorbed some of the
exhaust jet noise caused by shock wves.

Acoustic spectra for th:- large-scale model, corrected for atmospheric attenuation,
are shown in figure 7 for 30.5 m distance in the flyover plane at 70* (at takeoff
flap deflection) and 750 (at approach flap deflection) from forward, below, and and
slightly ahead of the wing. These are typical of the spectra that would dominate
perceived noise levels beneath the aircraft flight path.

Other types of full-scale powered lift configurations radiate their highest sound
pressure level (SPL) at low frequencies. Unlike them, the augmentor wing has strong
noise radiation at high frequencies and at the highly objectionable mid frequencies.
Use of small nozzle lobes for augmentor mixing causes small turbulence length scales,
with inherent generation of mid- and high-frequency quadrupole noise in addition
to mid- and low-frequency noise radiation induced from adjacent surfaces. Noise at
higher frequencies is more strongly attenuated by the atmosphere and more easily
absorbed by fuselage wall treatment. Hon~cver, keeping within the annoyance-rated
noise limits at STOLport boundaries may be more of a problem for the augmentor
wing than for the UTW or USB configuration.

Wing in Propulsive Slipstream

Beneath an aircraft with wings in the propulsive slipstream, flyover noise in the
plane of symmetry slightly exceeds that for the isolated propellers and engines. This
added noise includes (1) installation noise caused by upstream interference of the
wing's aerodynamic flow field on propeller loading variations around the disk and
(2) aft-radiated propeller noise reflected from the wing and flap lower surfaces. It
also would contain propulsive lift noise, as discussed in the previous section entitled
"Description of Propulsive Lift Vehicles." This additional noise is so small that data
are not available for validating prediction methods.

A high-turbulence approximation to this type of installation was tested at model
scale as an engine in front of the wing configuration (ref. 10). The propulsive
system slipstream for those tests was produced by a jet exhaust nozzle rather than
a propeller. Noise radiation was similar to that of a UTW configuration with the
same exhaust nozzle and trailing edge flaps.

Noise Mechanisms and Underlying
Physical Concepts

Propulsive lift noise differs from conventional airframe, propulsive system, and
installation noise because of its strong noise radiation from airframe surfaces. This
noise is caused by high-intensity, large-scale-length turbulence generated in the
propulsive exhaust shear layer mixing region. The turbulence is convected past
the wing and flaps at moderate to high subsonic relative velocities, in flow patterns
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that can be altered by the aircraft's low subsonic flight speed during takeoff and
approach.

Much of the work on propulsive lift noise had ended before analytical solutions
were developed for predicting noise directivity and spectrum shapes of acoustically
noncompact surfaces at moderate subsonic speeds. Analytical solutions such as those
of references 9 and 11 were not yet available. Semiempirical models for simple
noise sources at low subsonic speeds therefore had to be used when inferring noise
generation processes. The following discussion follows the historical approach, which
combined the analytical models for several simple acoustically compact noise sources
in low subsonic flow. This combination provided qualitative explanations of the
actual complex situation.

Overall mean square acoustic pressure directly beneath both UTW and USB
configurations, at low and moderate subsonic exhaust velocities and zero flight speed,
was found to vary approximately with exhaust velocity to the sixth power. This
velocity dependence is expected for dipole noise radiation. However, an acoustically
compact lift dipole in low subsonic flow would generate intense lobes of noise above
and below the radiating surface. This expected highly directive pattern did not
match the observed weakly directional shapes.

OASPL directivity, amplitudes, and spectra for UTW models with retracted flaps
at directions near the jet exhaust were easily understood. They were what would
be expected for the isolated jet, slightly increased in amplitude under the wing by
reflection from the wing lower surface and reduced above it by wing shielding. The
resulting estimate of the jet exhaust noise contribution to OASPL at each direction
angle was subtracted from measured OASPL to obtain an approximate measurement
of surface-radiated noise. Directivity of this noise resembled the sum of a classical
lift dipole and another noise source that radiated primarily in the forward direction.

This forward-radiated noise was further examined by subtracting from the
measured OASPL directivities the adjusted jet noise and also a lift dipole noise with
amplitude assumed to vary with exhaust velocity to the sixth power. The amplitude
of the remaining noise was nearly constant in the forward upper and lower quadrants
and varied approximately with exhaust velocity to the fifth power. This directivity
shape and velocity dependence had been predicted (refs. 12 and 13) for noise caused
by turbulence convected past the trailing edge of a semi-infinite plate.

Decomposition of OASPL directivity for this simplest powered lift configuration
therefore led to its noise being analytically modeled as a sum of three simple noise
components. These were jet exhaust noise, lift fluctuation noise, and trailing edge
noise. Physical locations and directivity patterns of these noise mechanisms are
sketched in figure 8.

Lift Fluctuation Noise

For exhaust velocities of practical interest, noise radiation directly below UTW
aircraft during takeoff and approach would be dominated by surface-radiated noise
This noise, called "scrubbing noise" by NASA, was conceptually modeled as a pure
lift dipole (upper sketch in fig. 8) appropriate for very low subsonic flow.

Turbulence scale length and acoustic noncompactness were known to affect the
spectrum shape of lift fluctuation noise This would cause short-chord trailing edge
flap panels in the presence of exhaust jet shear layer turbulence scale lengths to
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Figure 8. Sketch of directivity patterns for different assumed mechanisms of
ezternally blown flap noise. (From ref. 18.)

radiate turbulence-induced noise more efficiently than the larger chord main wing.
Also, directivity of noise radiated from the flap panels would be rotated as the flaps
were deflected. The observed noise level increases in the lower forward quadrant
at large flap deflections (typically, 300 vane and 600 aft flap) used during approach
could then be explained by forward tilt of each segment's lift dipole.

Experimental studies to evaluate the assumed lift dipole mechanism for scrubbing
noise used cross correlation of surface pressure transducers and far field microphones.
(Imaging microphone techniques for locating noise source positions had not yet been
developed.) Typical results, such as those of reference 14, showed that surface
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pressure fluctuations had opposite phases on the two sides. This result would be
predicted for all kinds of surface-radiated noise.

Delay times between surface and far field measurements provided an unexpected
result. Turbulence convected along the scrubbed side of the airfoil did not induce
noise until it approached the trailing edge. The resulting sound waves then traveled
forward to transducers on both surfaces of the airfoil and to the far field microphones.
The surface-radiated noise was neither that of a pure compact lift dipole (upper part
of fig. 8) nor the pure cardioid (second part of fig. 8) predicted for trailing edge
noise from a semi-infinite plate. Its observed directivity is now known to arise from
diffraction of sound waves by the airfoil and partial phase cancellation in the near
field.

From experiments such as these, it was realized that available rigorous analytical
aeroacoustic solutions failed to describe the observed noise-generating process. This
result did not help solve the practical engineering problem of developing useful
semiempirical methods to predict propulsive lift noise. Such prediction methods
continued to be developed and evaluated. Simplified noise mechanisms often gave
useful physical insight. They provided guidance for changing an aeroacoustic test
model's geometry to reduce its noise while retaining good aerodynamic performance

Cross correlations were not available for surface pressure measurements on
opposite sides of trailing edge flap panels immersed in the spreading shear layer
of the exhaust jet on a UTW configuration. Nozzle exit location usually is chosen
so that the high-turbulence, high-velocity mixing region passes through the flap
slots when the flap is deflected. This flow energizes the deflected flap's upper surface
boundary layer in forward flight The boundary layer then can more easily withstand
the strong aerodynamic adverse pressure gradient at large lift coefficients and low
flight velocities, while remaining attached to the flap upper surface.

Directional microphone measurements, conducted as part of later studies of air-
frame noise (ref 15), subsequently identified the noise source locations for conven-
tional slotted trailing edge flaps at small and moderate deflection. There, the wing
lower surface turbulent boundary layer is ingested by the flap slot and convected
past the flap Noise source was shown to be strongest at or near each flap segment's
leading edge, as with noise radiation from isolated airfoils in turbulent flow. It is
likely that deflected trailing edge flap panels, immersed in the exhaust jet mixing
region, would also produce conventional lift fluctuation noise. The level of this noise
would vary as the deflected aft flap panel moved within the mixing region to regions
of different mean velocity and turbulence level.

Another airframe noise source, produced by turbulence within the fldp side edge
vortex as it rolls up and is convected past the flap trailing edge, is important for
highly deflected conventional trailing edge flaps This noise generation process causes
a nonlinear increase in noise amplitude with increased flap deflection. Such noise
may also be produced near the side edges of the jet exhaust mixing region for UTW
and USB externally blown (EBF) configurations As discussed later under "Flight
Effects," this process is a major source of turbofan engine installation noise.

Directional microphone and other imaging microphone techniques were developed
after funding for research in propulsive lift noise had been greatly decreased.
These experimental techniques have not been applied to propulsive lift models at
typical takeoff and approach flight Math numbers. Such tests should be performed
They would identify the important noise source locations for UTW and USB
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configurations, as a guide to developing future methods for noise prediction and
reduction.

Trailing Edge Noise

Trailing edge noise was analytically modeled in propulsive lift noise prediction
methods as that for a semi-infinite fiat plate rotated to the aft flap panel deflection
angle at a very low subsonic Mach number. This noise mechanism has been
analytically investigated in many studies such as those of references 12 and 13. Its
distinctive features include a dependence on velocity to the fifth rather than the
sixth power, a cardioid directivity shape (second part of fig. 8) which is strongest
in the forward direction and decreases to zero amplitude in the aft direction, and
a 1/3-octave spectrum shape that decays approximately inversely with frequency
cubed at high frequencies.

Subsequent studies of trailing edge noise have shown analytically (ref. 11) and
experimentally (ref. 16) that directivity shape of trailing edge noise strongly depends
on the ratio of acoustic wavelength to flat plate length. It also is changed by an
increase of convection Mach number from near zero to moderate subsonic values.
The analytical solution given in reference 11 would be a recommended starting place
for development of future powered lift noise prediction methods

Quadrupole Noise

Jet exhaust noise directivity at zero trailing edge flap deflection is changed from
that of an isolated jet, because some noise radiated toward the wing is reflected by
that surface. More important for EBF noise, the amplitude of quadrupole noise is
increased when the jet is deflected by a solid surface. This noise is called impact
noise in reference 18.

This increased jet mixing noise is different from trailing edge noise or other
surface-radiated noise. It was investigated experimentally (ref. 17) in tests with
an exhaust jet directed at a very large flat surface such that wall-jet velocity was
small at the solid edges. Empirically, the increase in mean square acoustic pressure
at flow deflections typical of trailing edge flaps was a factor of about 6 times sine
squared of the deflection angle (ref. 18).

Slotted and slotless UTW configurations at zero simulated flight speed have been
observed to produce approximately equal peak amplitudes of quadrupole noise at
small and moderate angles above and below the deflected jet This was thought to
be quadrupole noise produced by turbulence generated in the high-deflection region
under the last flap segment. Increased turbulence levels would spread to the shear
layer above the deflected exhaust jet downstream of the flap trailing edge Upward
noise radiation from that aft region would not be shielded by the flap surfaces.
This noise would vary with local mean flow velocity at the trailing edge rather than
depend explicitly on exhaust velocity. It would be more intense for UTW than for
USB configurations at the same exhaust velocity

UTW quadrupole noise appears to be that for the jet exhaust, increased in
amiphtude by flap deflection and rotated to the exhaust deflection angle (third portion
of fig. 8) Normalized spectrum shapes at each angle from the deflected jet centerline
are approximately those for an isolated jet at the same relative direction
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Some USB installations used a jet deflector at the aft upper part of the exhaust
nozzle. The device was rotated downward to ensure that the exhaust jet would attach
to the wing upper surface ahead of the flap. It was expected that the jet would also
remain attached along the deflected flap upper surface in flight. Quadrupole noise
radiation measured above the wing was increased by this device. The increased noise
(bottom sketch in fig. 8) generally was shielded from the ground by the wing upper
surface. Amplitude of the noise increase over the wing was adequately predicted
by the empirical equation fo" increased quadrupole noise of a UTW jet deflected
through the same angle.

Still another source of increased noise radiation attributed to the jet exhaust noise
was described in reference 19. At some test conditions, a feedback interaction can
exist beteen a deflected flap surface and the UTW exhaust jet airflow. Jet exhaust
noise in several 1/3-octave bands was increased by this feedback process, which can
also occur (ref. 20) if a small obstruction is placed several diameters downstream of
an exhaust nozzle.

Flight Effects

As noted in reference 21, there are two major independent types of flight effects
on EBF noise. One of them occurs because exhaust velocity relative to the external
air is decreased although exhaust velocity relative to the wing surface is not changed.
This decrease reduces the turbulence level in the portion of the shear layer that is
farther from the wing surface and increases its convection velocity relative to the
wing surface. OASPL amplitude is decreased and spectrum peak frequency may be
increased.

The other major flight effect is dynamic amplification. This is the change
in apparent acoustic directivity pattern, and Doppler shift of frequency, between
measurements by an observer moving with the noise source and those measured by
a stationary observer.

Additional flight effects can be caused by changes in the exhaust jet flow pattern
and location due to external airflow. Those changes would alter the jet mixing
region's velocity, turbulence level, and physical location relative to airframe surfaces.
Also, the propulsive lift exhaust flow may energize some of the airframe noise
generation mechanisms.

Noise prediction methods that use a noise component approach can use the
established equation for dynamic amplification of each component. Empirical
methods must assume one dominant noise generation process and use its equation.
The required equations are given in reference 21. For example, OASPL of a compact
lift dipole moving at aircraft flight velocity Va relative to an observer at polar angle 0
(measured from the forward direction to the observer position, with 90' directly
beneath the aircraft in level flight in the flyover plane) would be changed by adding

AOASPL = -4Olog I - Ka coso) (1)
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where c is the atmospheric speed of sound. Mean square acoustic pressure would be
Doppler shifted from frequency f to

f
f=1 (Va/c) cos (2)

where f, is the frequency measured by a stationary observer for noise radiated at
frequency f from a source moving past that observer at velocity Va.

Forward flight effects on some of the noise-generating processes were discussed in
reference 22. The root-mean-square turbulence velocity in a turbulent shear layer
is proportional to the velocity difference across the layer. Convection velocity of
this turbulence past flap surfaces of UTW configurations would be determined by
the exhaust velocity, with little effect of flight speed. OASPL amplitude of a UTW

aircraft with exhaust velocity V, flying at velocity Va, would then be expected to
vary as

AasA O A PL =2Olog 1 - (3)

with no shift in frequency other than the convective amplification Doppler shift. As
is shown in a later section entitled "Comparisons," this prediction has been validated
using limited wind tunnel acoustic data.

Spectrum amplitudes beneath USB configurations behave differently in simulated
flight. They were found to decrease by about twice the amount given by equation (3)
at Strouhal numbers less than about 0.2. For Strouhal numbers greater than
0.5, they seemed to be independent of flight velocity. Peak amplitudes of the
1/3-octave spectra were decreased and were shifted to higher frequency. An alternate
interpretation was that all amplitudes were decreased by the increment given by
equation (3), but were shifted upward in frequency by the factor (1 + Va/Ve).
Spectrum slopes at large and small Strouhal numbers were such that moving the
measured zero flight speed spectra down in amplitude and up in frequency would
produce the observed effects.

Analytical studies, model tests at zero and low simulated flight speeds, and full-
scale flyover tests (refs. 23 and 24) of transport aircraft have shown additional flight
effects on jet-airframe interaction noise. The tested configuration represented a high-
bypass-ratio turbofan engine mounted close under the aircraft wing and a trailing
edge flap with a cutout downstream of the spreading jet exhaust. Installation noise
was represented as a sum of wing lift fluctuation noise, trailing edge noise from the
large-chord wing and the short-chord flap, and reflection of jet mixing noise from the
wing lower surface. These noise mechanisms were selected by analogy with propulsive
lift noise.

There were substantial differences between local aerodynamic flow fields and
major noise sources measured in static tests and in forward flight. At zero flight
speed, the major noise source was shown to be convection of shear layer turbulence
past the wing trailing edge downstream of the exhaust nozzle. in simulated forward
flight, the dominant airframe noise was induced by the vortex that was shed from the
flap side edge cutout and convected past the flap trailing edge. This noise apparently
was strengthened by the presence of the turbofan engiae exhaust jet shear layer. It
was stated to be the dominant noise source in full-scale flight. The same velocity
scaling law would not necessarily apply for both of these noise processes.
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Noise Reduction

Powered lift noise can be reduced by either of two approaches. Local properties
of the flow field which affect noise, such as mean velocity, turbulence scale length,
and turbulence level, can be changed. Surface properties also can be changed to
decrease or absorb the induced acoustic pressures. These changes must be achieved
without worsening the wing high-lift system's aerodynamic performance at takeoff
and approach flight speeds. Unfortunately, aeroacoustic model tests sometimes were
conducted only at zero flight speed and aerodynamic effects could not be measured.

Tests of several UTW noise reduction concepts at zero flight speed were described
in reference 25. The exhaust nozzle was moved aft, so that the spreading exhaust
passed through the second flap slot (for a double slotted flap) but not the first slot.
This change in geometry reduced the low-frequency noise but increased the more
annoying mid- and high-frequency noise. Noise radiation from the wing and the
flap vane probably was reduced, but the aft flap was subjected to higher local mean
velocity. Moving the exhaust nozzle so that the jet no longer passed through the first
flap slot would be expected to reduce the wing maximum lift coefficient at approach
flight speeds and flap deflections.

A ramp screen ahead of the aft flap trailing edge was tested in an attempt to
reduce the local turbulence intensity and scale length. It caused little or no noise
reduction and decreased the lift and thrust at zero flight speed.

Also tested were plugs that filled the slots of the deflected flaps in the vicinity
of the exhaust jet. These plugs reduced OASPL by up to 10 dB, with most of
the reduction occurring at low Strouhal numbers. Exhaust jet turning angle at zero
flight speed was decreased. More important, the presence of such plugs would ensure
that the wing upper surface airflow would separate from the deflected flap surface in
flight. Trailing edge flaps of conventional aircraft have slots to delay upper surface
flow separation. The UTW jet exhaust is directed through the flap slots to delay
upper surface flow separation at higher lift coefficients. These noise-reducing plugs
would reduce lift and increase drag in flight, eliminating the aerodynamic benefits
of propulsive lift trailing edge flaps.

Another flow modification, described in reference 26, changed the exit velocity
profile of a simulated USB slot exhaust nozzle. This is not related to the use of a
mixer nozzle on turbofan engines to provide a nearly uniform exhaust velocity profile
rather than a high-velocity core flow surrounded by a lower velocity fan exhaust.
Instead, a nominally uniform velocity profile was replaced by ones with constant
lower velocity near the wing surface and constant higher velocity in the upper half
of the slot exhaust and vice versa. Both variations decreased the turbulence length
scale. Noise was reduced about 6 dB near peak level by use of only ±10 percent
differences in mean velocity.

Porous flap leading edge regions and thin perforated forward surfaces with bulk
acoustic absorbing backing reduced noise by about 3 dB when tested on EBF models
(ref. 27) and conventional wing models (ref. 28) at typical takeoff and approach
flight speeds. These surfaces probably decreased the fluctuating pressures induced
by incident turbulence. Porous trailing edges on a USB model (ref. 6) achieved up to
an 8-dB peak reduction at a Strouhal number of 0.2 based on porous edge extension
length, with about a 3-dB decrease at larger Strouhal numbers.
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Sawtooth trailing edge shapes (ref. 6) reduced noise levels by 2 to 3 dB on a
full-scale USB aircraft at typical flight speeds The sawtooth size was much larger
than the expected turbulence length scale. Model tests showed that noise reduction
was affected by lateral position of the spreading jet boundary relative to the tooth
comers A blowing slot at the trailing edge of a full-scale USB wing (ref. 7) reduced
noise levels by about 2 dB in flight by modifying the turbulence flow field at the
edge.

The augmentor wing model of reference 8 had acoustically lined inner surfaces of
its inlet door, shroud, and flap. These panels absorbed shock wave noise at supersonic
nozzle exhaust velocities and noise generated by the augmentation mixing process.
Maximum noise level reductions were about 5 dB for supersonic and 3 dB for subsonic
nozzle jet velocities.

Prediction Methods

Easily used semiempirical methods were needed for predicting UTW and USB
noise. These predictions would be combined with predictions of propulsive system
and airframe noise to obtain estimates of total aircraft noise radiation In the absence
of exact solutions for propulsive lift noise, it was necessary to use simple crude
approximations.

One approach, used at NASA (ref. 21) and also at Lockheed-Georgia (refs. 29
and 30), developed empirical normalized directivity shapes that depended only on
whether the flaps were at takeoff or approach deflection. A quick summary of
major equations for the Aircraft Noise Prediction Program (ANOPP) method of
reference 21 is given below. This simple, easily used prediction method agrees
relatively well with much of the UTW and USB data. Comparisons with data that
were not part of its original data base are given in the subsection "Model Data Versus
Predictions" of the following section entitled "Comparisons."

OASPL directly beneath the wing was scaled with jet velocity to an empirical
exponent, the ratio of nozzle diameter squared to far field distance squared, and an
empirical function of flap deflection angle. Effective exhaust velocities were defined
for use with coaxial or mixed exhaust jets. Different normalized spectrum shapes
were used for the flyover plane and for the wing tip sideline direction.

In this prediction method, measured OASPL directivity shapes including noise
from the exhaust jet were approximated by empirical directivity curves. OASPL for
UTW configurations was taken to be independent of polar angle in the flyover plane
for angles 30' to 1300 from the forward direction. Levels weie taken to be 2 dB
lower at a (forward) polar angle of C' than at 90' and 6 dB lower near the centerline
of the deflected jet. OASPL amplitude at the 900 flyover direction and zero flight
speed is given in the method of reference 21 by the following equation:

OASPL = 8 3 .6 + 0.14 6 f+ 10 log [(A/Ao)(Ro/R)2] + 67 log(Ve/Vo) (4)

Here, 6f is the flap deflection angle, A the exhaust nozzle exit area, R the actual
far field distance, V the effective exhaust velocity, A0 the nozzle exit reference area
(0.093 M2

), R the reference far field distance (30.5 in), and V, the reference exhaust
velocity (152.5 m/sec).
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UTW turbofan engine installations generally have used separate coannular nozzles
for the core and fan exhaust flows. Effective exhaust velocity was defined by

where A, and Af are the core and fan exit areas and V and Vf are ideal fully
expanded velocities at the core and fan nozzle exits. For a fully mixed exhaust, as
with an internal mixer nozzle, effective exhaust velocity is taken as the mass-averaged
velocity

BPR Vf + V (6)
BPR+1

where BPR is the mass-flow bypass ratio. Such installations are more likely to be
used for USB rather than for UTW configurations.

Empirical correlation curves for normalized 1/3-octave spectra beneath UTW
configurations at zero flight speed are plotted in figure 9, also taken from reference 21.
These spectra, and all other spectra shown in this chapter, are based on data that
have been corrected to remove the effects of atmospheric attenuation and ground
reflection. For Strouhal numbers fD/Ve larger than 1, predicted amplitudes increase
about I dB per 20P increase in flap deflection angle. Peak levels occurred at Strouhal
numbers of about 0.3 to 0.4 and decayed at about 10 dB per decade at large Strouhal
numbers.

0

' Flyover plane (0 = 0'
)

-i 20\ - - - Wing tip sideline (0 = go-)

i <-2O

CZ W

-30
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4/3-octa68 trouhal number, ID1V7

Figure 9. Normalized 113-octave-band spectra for UTW configurations at all
! polar angles, used with the ANOPP noise prediction method (ref. 291).

OASPL amplitude directly beneath USB configurations was predicted in the
method of reference 21 by the following equation:

OASPL = 85.1 + 0.01lbj + 10log [(A1Ao)(Ro1R) 2] + 6lgV/o 7
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The velocity exponent is smaller (60 in eq. (7) rather than 67 in eq. (4)) for USB
than for UTW configurations. USB configurations generally can produce the same
flyover noise as UTW configurations while operating at larger exhaust velocities.

Normalized 1/3-octave spectra for predicting USB noise are shown in figure 10,
taken from reference 21. These spectra decay at the same rate as UTW spectra for
Strouhal numbers up to about 10 and at a higher rate at larger Strouhal numbers. As
with UTW spectra, these curves show a small increase with increased flap deflection
at Strouhal numbers larger than about 5.
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Figure 10. Normalized 1/8-octave-band spectra for USB configurations at all
polar angles, used unth the ANOPP noise prediction method (ref. 21).

This type of prediction method was useful for scaling data over a limited range
of exhaust velocities at constant ratio of wing and flap chord to nozzle diameter.
It cannot be used as a design tool for determining the effects of flap segment size,
position, and deflection on noise radiation. Semiempirical methods therefore were
developed (e.g., refs. 18 and 31) that tried to represent several hypothesized noise
mechanisms in terms of details of the local flow field.

It was concluded in references 18 and 32 that the noise component method of
reference 18 gave best agreement with data for a variety of configurations and test
conditions selected by NASA. Those data were not part of the data base from which
either method nad been developed. Neither method has been adequately validated
at takeoff and approach airspeeds because large-scale flyover data were not (and are
not yet) available.

The UTRO (United Technologies Research Center) method of reference 18
approximated most of the UTW surface-radiated noise with lift dipoles for the wing
and for each separate flap panel. Each dipole was rotated as its flap panel deflected,
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changing the dirntihity. Local flow veocitics at each flap panel were calculated by
an approximate empirical method as a function of axial ard radial location relative
to the exhaust nozzle. These were used for predicting that panel's noise Estimates
of local helocity ere necessmay for predicting noise levels of test model configurations
that had unusually long wing and flap chords. The normalized 1/3-octae spectrum
for this lift fluctuation noise was an empirical equation matched to data from which
the quadrupole noise portion had been analytically removed.

Trailing edge noise was modeled in reference 18 by use of an empirical turbulence
level and the calculated local exhaust flow velocity at the trailing edge. It was
assumed to radiate only from the trailing edge of the last flap segmenL Because this
calculated noise beneath the wing -ws weaker than the calculated lift fluctuation
noise, its effect on predicted flyover noise was small. Trailing edge noise was included
only to fill out the predicted OASPL directivity curve in the forward upper and lower
quadrants to match the data. Its normalized spectrum was chosen as an empirical
equation that matched the analytically predicted asymptotic decay rates for trailing
edge noise at low and high frequencies.

Quadrupole noise for UTW configurations was computed in that noise component
method by starting with the noise of an isolated exhaust jet rotated to the measured
or estimated static-thrust jet deflection angle. This noise was increased in amplitude
by the amount described in the previous section on quadrupole noise to account for
deflection by the UTW wing and flap lower surface. The normalized spectrum was
an analytical curve fit to the spectra of isolated exhaust jets at directions near peak
amplitude.

The same two approaches (empirical directivity and spectra, and semiempirical
combinations of analytical noise component directivity shape with separate semi-
empirical normalized spectra) were also applied to USB noise prediction. For the
noise component method of reference 18, turbulence convection velocity at the shear
layer above the attached wall jet was predicted to decay with increasing distance
along the surface. This caused a decrease in predicted USB noise radiation from
the highly deflected aft section of the flap, relative to that predicted for UTW
configurations. A lift dipole noise approximation then predicted moderate noise
source strength for the undeflected wing panel and reduced rather than increased
source strength for the aft flap segments.

Trailing edge noise and quadrupole noise beneath the deflected exhaust jet were
calculated using the attached wall jet's predicted peak velocity at the flap trailing
edge. Calculated quadrupole noise radiation above the wing includ I the increased
noise radiation caused by the USB nozzle jet deflector.

Several other powered lift noise prediction methods were evaluated in reference 32.
They are not cited herein because either they poorly predicted the data or their range
of applicability was too limited.

OASPL directivity shapes and velocity dependence for the augmentor wing are
consistent with lift dipole noise radiation from the shroud and flap along with
jet exhaust noise from the deflected augmented jet. Turbulence levels and scale
lengths in this ejector region differ from those of a conventional exhaust jet. If these
quantities were known, it is likely that noise prediction methods described above for
other types of externally blown flaps could be extended to augmentor wings.

The reader should remember that propulsive lift noise is only one of the general
categories of noise radiated by a STOL airplane. Engine noise other than the exhaust
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noise, and predicted airframe noise from surfaces other than portions of the trailing
edge flap immersed in the exhaust jet, should be added to the estimated propulsive
lift nois Noise radiation from one of these other sources may dominate at some
flyore angles.

Comparisons

Model Data Versus Fll-Scale Data

Model tests of propulsive lift noise often were conducted at small scale. Generally
they used exhaust nozzle diameters of 5.08 cm, far field distances of 3.28 m, unheated
exhaust low, and full-scale exhaust velocities. Far field microphones were mounted
on supports above a hard reflecting ground surface, and the wing spanwise direction
was perpendicular to that surface. Some moderate-scale models with exhaust
diameters of 33 cm also were tested at zero flight speed, using unheated exhaust
flow and a similar installation.

Nominal half-scale models were tested in the NASA Ames Research Center
40 x 80 ft wind tunnel at zero airspeed and in simulated forward flight. These models
(e.g., ref. 33) were powered by Pratt & Whitney JT15D turbofan engines, which have
a by.ass ratio of 3, maximum thrust of 8900 N, and fan nozzle exit diameter of about
0.64 m.

Tests of complete half-scale models in large wind tunnels eliminate many of the
scaling and reflection-plane problems. However, other problems are introduced
by background noise from the wind tunnel fan drive system and from airflow
past the microphones and their support struts. Noise reflection from unlined
wind tunnel walls often constrains the measurement positions to less than far field
distances. Model construction costs and facility operational costs are high. Within
these limitations, large-scale wind tunnel tests have the advantages that they can
provide propulsive lift acoustic and aerodynamic data free from uncertainties about
exhaust flow simulation, model geometric shape, and atmospheric attenuation at
high frequencies.

Full-scale configurations generally were tested at zero flight speed with a General
Electric TF-34 turbofan engine. It was mounted in a nacelle which contained
extensive acoustic treatment (ref. 34) to suppress engine fan and core noise. This
engine has a bypass ratio of 6.5 and thrust of 42000 N. Typical nozzle exhaust
diameter was 127 cm for a UTW unmixed coannular nozzle and 95 cm for a USB
internal mixer nozzle.

Spectrum measurements at low and moderate frequencies contained both directly
radiated noise and noise reflected from the ground plane. The two signals could
reinforce or partly cancel, depending on their phase difference at the microphone.
Resulting measured 1/3-octave spectra were locally wavy. For many small-scale EBF
models, this waviness occurred near the Strouhal number for maximum 1/3-octave
SPL. Tests at different scales were likely to use different ratios of far field distance
and height above the ground plane to nozzle diameter. Measured OASPL, and
details of the spectrum shape, could then differ for tests at different scales. After
this problem was recognized, it was avoided in small-scale model tests by use (icf. 4)
of an acoustically absorbing ground plane.
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Also, spectrum measurements at high frequencies can be greatly affected by
atmospheric attenuation. Apparent changes in measured small-model spectrum slope
between center frequencies of 10 and 40 klz were likely to be caused by errors in the
attenuation correction. However, these model-scale frequencies correspond to only
0.5 to 2 kiz at full scale. Extrapolation of small-model spectra to 1/3-octaie bands
that strongly affected perceived noise levels at full scale sometimes gave misleading
results.

Model- and full-scale acoustic data sometimes differed because aerodynamic
details of the flow field were not reproduced. This was noticeable in the augmentor
wing data of reference 8 for a small and a large model. Either the flow through the
ejector nozzles varied greatly with test Reynolds number or the small nozzles did not
match the shape of the large nozzles. Measured velocity profiles within the augmentor
at takeoff flap deflection significantly differed at small and large scales. Spectra for
the small model, scaled to the large-model size and test conditions, underpredicted
the 1/3-octave SPL by about 2 dB at low frequencies and overpredicted by up to
10 dB at center frequencies greater than 2 kHz. At approach flap deflection, velocity
profiles for the two models were similar and the spectra generally matched within
2 dB.

Data obtained by NASA Lewis Research Center with different diameter exhaust
nozzles and unheated flow were used for validating the acoustic scaling laws.
These validations formed the basis for empirical prediction methods such as that
of reference 21. Differences between full-scale hot-exhaust data and moderate-
size unheated-exhaust data were used in developing equations for effective exhaust
velocity. These -aere presented in reference 21 and in earlier versions of that
prediction method and are given as equations (5) and (6) herein.

Differences between USB noise data for two sizes of models with unheated-exhaust
jets were discussed in reference b. Dimensions differed by a factor of 6.5. Normalized
spectra for the larger model decayed less rapidly with increased exhaust velocity at
Strouhal numbers from about 2 to 20. The ratio of USB upper shear layer turbulence
scale length to nozzle diameter may vary with test Reynolds number. This change
would affect the rapid decay of surface-radiated noise at large Strouhal numbers until
the spectra become dominated by jet mixing noise. OASPL directivities measured
under the wing, between 60* and 1400 from the inlet direction, were found to scale
very well.

Model Data Versus Predictions

Comparisons of extensive acoustic data from selected model tests and predictions
from several prediction methods were given in references 18 and 32. These compar-
isons have the drawback that they include the data base from which each method
was developed.

A comparison was given in reference 4 with data for a small UTW model that
differed in configuration and flap positions from previous models. The test apparatus,
test techniques, and data reduction were chosen by NASA to minimize effects
of ground reflection, ati:ospheric attenuation, and background noise. Predictions
were computed before the data were made available for comparison. All tests
were conducted at zero forward speed. Figures shown here were taken from
reference 18, which contains corrections of some computation errors not recognized
when reference 4 was prepared, and from reference 32.
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Measured OASPL directivity patterns at takeoff flap setting are given in figure 11
for exhaust velocities V of 122 and 226 m/sec. These triple slotted flaps extended
farther into the jet exhaust at take f deflecon than flaps of most other UTW
configurations.
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Figure 11. Predicted and measurd OASPL directivity in flyover- plane for three-
flap UTW model at takeoff flap deflection. (Rom ref. 18.)

Noise radiation patterns computed by the NASA ANOPP method of reference 21
matched the general shape of the data but were 3 to 8 dB low ili level. This method
has no adjustment for relative position of the wing and flap at constant deflection
angle. The GELAC (Lockheed Aircraft Co., Georgia) method of reference 30, which
does include such adjustment, was 5 to 10 dB low. It predicted that maximum
OASPL would occur considerably forward of the measured angular location. Neither
method predicted the size of the OASPL decrease near the flap exhaunt. The UTR
noise component method of reference 18 was about 3 to 5 dB low and best predicted
the measured directivity shape.

A similar comparison is given in figure 12 for approach flap deflection. Here,
relative geometry of the flap and jet exhaust was similar to most other UTW
configurations. Predictions by the ANOPP and GELAC methods bracketed the
data and generally were within 2 dB in level. The UTRp method was about 2 dB
low at the higher exhaust velocity and 4 dB low at the lower one.
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Figure 12. Predicted and measured OASPL directivity in flyover plane for
three-flap UTW model at approach flap deflection. (From ref. 18.)

All three methods generally gave about the same predicted normalized 1/3-octave
spectrum shape for this UTW model and test conditions. For this reason, compar-
isons o, predicted and measured normalized spectra are not shown here.

Effects of sideline azimuth angle on OASPL directivity were predicted more
accurately (not shown here) by the UTRC method than by the other two methods.
That method predicts a decay with cosine squared of the angle from the plane of
the surface-radiating noise sources, to a noise floor set by axisymmetric quadrupole
noise of the deflected jet. It gave the correct maximum decrease of OASPL (10 to
15 dB at polar angles of 90' to 120') and general shape of the decrease, but it missed
some details of the directivity. The ANOPP and GELAC methods predicted about
half the measured reductions ot sideline noise.

The baseline data of reference 3 were used in developing each of these three
prediction methods. Those acoustic data, and data for larger scale models which
have the same proportions, generally were matched within 2 dB in OASPL and
normalized spectrum level by all three UTW propulsive lift noise prediction methods.

474



Propulsive Lift Noise

The improved test techniques described in reference 4 were used for testing some
USB configurations at small scale. Those configurations were intended to be tested
later at nominal full scale and zero flight speed. They included a QCSEE (Quiet
Clean STOL Experimental Engine) USB installation having a slot nozzle with a
nominal 2:1 aspect ratio, tested with an equivalent nozzle diameter of 14 cm.

The same wing also was tested with a circular nozzle equipped with an external
vane deflector that would be retracted in cruise flight. External air then could pass
between the exhaust jet and the wing upper surface during cruise, reducing the wing's
viscous drag relative to that for conventional USB configurations. These comparisons
between data and predictions also were taken from references 18 and 32.

Directivity shapes in the flyover plane for the QCSEE USB model at takeoff flap
deflection with exhaust velocities V of 152 and 220 ni/sec are shown in figure 13.
The UTRC method of reference 18 generally matched the OASPL data within 2 dB.
The ANOPP method (ref. 21) also matched the shape, but it was about 5 dB low.
The GELAC method of reference 29 was about 5 dB low near a polar angle of 900,
and its directivity shape gave poor agreement aft of that direction. The comparison
was similar (not shown) at approach flap deflection, with predictions by the ANOPP
and UTRC methods bracketing the data-
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Figure 18. Predicted and measured OASPL directivity in flyover plane for
QCSEE USB model at takeoff flap deflection. (From ref. 18.)

OASPL directivity data in the flyover plane for the USB model with a eirailar

exhaust nozzle and vane deflector at exhaust velocities Ve of 145 and 253 m/sec
and takeoff flap deflection are compared with predictions in figure 14. For this
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configuration, the ANOPP method generally was in best agreement with the shape
and levels of data. The GELAC method matched the general amplitudes in the aft
quadrant but greatly overpredicted them in the forward quadrant, poorly matching
the directivity shape. The UTRC method was about 8 dB high in amplitude but
matched the general shape. Similar comparisons were obtained at approach flap
deflection.
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Figure 14. Predicted and measured OASPL directivity in flyover plane for
USB model with circular nozzle and vane deflector at takeoff flap deflection.
(From ref. 18.)

All three methods had been developed using early baseline USB data, and they
closely matched those data. Clearly, none of the three prediction methods proved to
be highly accurate for both of these less conventional USB configurations.

Normalized 1/3-octave spectra in the flyover plane for two exhaust velocities and
two polar angles at takeoff and approach flap deflections are plotted in figure 15. Both
the ANOPP and the UTRC method generally matched the data for Strouhal numbers
larger than 1. The GELAC method predicted a larger variation of normalized
spectrum shape at moderate and large Strouhal numbers than was measured.
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Figure 15. Predicted and measured normalized 1/3-octavi-band spectra in
flyover plane for USB model with crcular nozzle and vane deflector. (From
ref. 18.)

An evolved version of the GELAC methods of references 29 and 30 was evaluated
in refeience 32. Predictions by that method, and by the ANOPP and UTRO
methods, are compared in that report with test case- designated by NASA. The
UTRC method best matched the UTW data; few comparisons with USB data were
shown. It was concluded in that study that the UTRC method gave best results for
the full range of propulsive lift noise installations.

An alternate conclusion, based on results given in references 18, 30, and 32, is
that the GELAC method of reference 30 should be used for most USB configurations
in the flyover plane. The UTRC method of reference 18 should be used for the effects
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of USB sideline angle and for UTW and EFW configurations in which the exhaust
jet passed under or in front of the wing and flaps. For rapid prediction of UTW and
USB noise levels and spectra at a flyover position near a polar angle of 900 and at
exhaust, pressure ratios of 1.4 to 1.8, the ANOPP method of reference 21 generally
is almost as accura s the other methods and is much easier to use.

Flight Effects

A limited comparison of predicted and measured simulated flight effects on
propulsive lift noise was given in reference 22. Spectra were measured (ref. 33)
in the NASA Ames Research Center 40 x 80 ft wind tunnel under a UTW model
powered by four JT15D small turbofan engines. Data were obtained at the low
exhaust velocity of 115 m/sec to ensure that propulsive lift noise could be observed
above engine noise. Tests were conducted at airspeeds of 0 and 31 m/sec, giving
ratios of forward velocity to exhaust velocity of 0 and 0.27.

Measured spectra are plotted in figure 16 along with the curve obtained by
decreasing the zero flight speed spectrum by the calculated OASPL increment.
Measured dynamic pressure in the jet exhaust upstream of the flap was about
7 percent larger than for zero tunnel airspeed, which is predicted to cause about
0.9 dB higher noise level. Decreased turbulence intensity, caused by reduced velocity
difference across the shear layer, is predicted to reduce this noise by 20 log (1 -V/V)
or about 2.7 dB. The sum of these two calculated increments of OASPL agrees with
the observed 2-dB decrease in amplitude at frequencies below those dominated by
engine fan noise.
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Figure 16. Predicted and measured effect of wind tunnel velocity on 1/3-
octave-band spectrum for nominal half-scale UTW model at approach flap
deflection.

Effects of forward speed on noise radiation also were measured in the same wind
tunnel with a USB model having two JT15D englies with aspect-ratio-5 slot nozzle
exit ducts. The model was tested at forward speeds of 0 and 40 m/sec at an exhaust
velocity of 241 m/sec, giving velocity ratios of 0 and 0.17. Spectra measured at these
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test conditions are plotted in figure 17. The predicted 1.6-dB decrease in level and
about 0.7 of one 1/3-octave-band increase in center frequency caused the adjusted
static test spectrum to match the data for simulated forward flight.
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Figure 17. Predicted and measured effect of wind tunnel velocity on 1/8-octave-

band spectrum for nominal half-scale USB model at takeoff flap deflection.

Spectra measured for a smaller USB model with exhaust velocity of 250 m/sec,

at wind tunnel velocities of 0 and 62 m/sec, are shown in figure 18. This velocity
ratio of 0.25 was predicted to cause a 2.5-dB decrease in level and one 1/3-octave
increase of frequency, relative to that for zero tunnel speed. Again, good agreement
was obtained. The observed effects of forward speed for USB noise were a decrease
of level at low frequencies and negligible change at higher frequencies that affect
annoyance-weighted noise levels.

Full-Scale Implementations

Only a relatively small number of full-scale propulsive lift aircraft have been built
and flown. These were listed in the section of this chapter entitled "Description of
Propulsive Lift Vehicles." Most of them are military transports which must be able
to operate from short runways near a combat zone. Low external noise radiation
is not an important consideration for such aircraft . Noise data during takeoff,

climb, approach, and landing have not been made available for comparisons with
predictions.

Limited data exist for the two civilian research aircraft in this group (refs. 6 and
7). These aircraft were completed at a time when fuel costs and financial interest
rates had greatly increased. The economic penalty caused by purchase and use of
STOL aircraft with oversized wings and engines, which increase both initial cost and
operating cost relative to conventional aircraft, was larger than the economic value
of greatly reduced noise.
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Figure 18. Predicted and measured effect of wind tunnel velocity on 1/3-
octave-band spectrum for a USB configuration at takeoff flap deflection.

Overcrowding of commercial airport runways has been temporarily overcome
by development of larger conventional aircraft powered by efficient high-bypass-
.,,Go turbofan engines. These aircraft can operate from existing moderate-length
runways rather than only from an airport's longest runway. The combination of
decreased engine fuel consumption per unit thrust and decreased airframe weight
per passenger gives increased efficiency at cruise. Noise levels of these aircraft satisfy
the current Federal Aviation Administration (FAA) and International Civil Aviation
Organization (ICAO) regulations.

Quiet propulsive lift aircraft have not yet been implemented for commercial use.
The situation may change when population has increased such that airports become
overcrowded and noise constraints become more important.

References

1. Conlon, John A.; and Bowles, Jeffrey V Powered Lift and Mechanical Flap Concepts for Civil
Short-Haul Aircraft. J Atrer, vol. 15, no. 3, Mar 1978, pp. 168-174.

2 Rosen, Cecil C., Ill; Burger, Robert J.; and Sigalla, Armand: Aeronautical Technology 2000: A
Projection of Advanced Vehicle Concepts. AIAA-84-2501, Oct.-Nov. 1984

3 Olsen, William A, Dorsch, Robert G., and Miles, Jeffrey If.. Noise Produced by a Small-Scale, Exlernally
Blown Flap. NASA TN D-6636, 1972

4. Fink, M. R., and Olsen, W A.: Comparison of Predictions and Under-the-Wing EBF Noise Data.
AIAA-76-501, July 1976.

5. Reshotko, Meyer; Goodybontz, Jack If.; and Dorsch, Robert G. Engine-Over-the-Wing Noise
Research. J Aircr, vol. 11, no. 4, Apr 1974, pp 195-196.

6. Bohn, A 3, and Shovhn, M. D. Upper Surface Blowing Noise of the NASA Ames Quiet Short-ilaul
Research Aircraft J Aircr, vol. 18, no 10, Oct 1981, pp 826-832

480



Propulsive Lift Noise

7. Malta, Masataka, and Torisaki, Tadao. Acoustic Characteristics of the External Upper Surface
Blowing Propulsive-Lift Configuration. J Aorcr., vol 18, no. 8, Aug. 1981, pp 695-701.

8 Goodykoont7. Jack H.: Acoustic Tests of Augenentor Wing Model NASA TM X-3519, 1977.
9. Amet, R. K. Acoustic Radiation From an Airfoil in a Turbulent Stream. J Sound 8 Vib., vol. 41,

no 4, Aug. 1975, pp. 407-420.
10. Karchiner, Allen M.; and Friedman, Robert: Noise Tests o= art Ezteenally Bloton Flap With tke Engine in

FRoss of the Wing NASA TM X-2942, 1973.
11. Goldstein, M. E.: Scattering and Distortion of the Unsteady Motion on Transversely Sheared Flows.

J. Fluid Meek.,vol 91, pt. 4,Apr. 27,I1979, pp. 60I-W2.
12. Powell, Alan: On the Aerodynamic Noise of a Rigid Flat Plate Moving at Zero Incidence J. Awosst.

Soc America, vol. 31, no. 12, Dec. 1919, pp. 1649-1653.
13. Ffowcs Williams, J. E., and Hall, L H.: Aero, ynamnic Sound Generation by Turbulent Flow in the

Vicinity of a Scattering Half Plane. J. Fluid Meek.., vol. 40, pt. 4, Mar. 1970, pp. 657-670.
14. Fink, M. R.: Additionad Studies of EoJernolly Blouss Flap Noise. NASA CR-135096, 1976.
15. Fink, Martin R.; and Schlinker, Robert H.. Airframe Noise Component Interaction Studies NASA

16 OleW;adBlmn D.: Trailing Edge Noise Data With Comparison to Theory. AIAA-79.1524,

17. Olsen, William A ; Miles, Jeffrey H.; and Dorsch, Robert G :Noise Gcnemated by Impingement of a Jet
Upon a large Flat Boand NASA TN D-7075, 1972.

18 Fink, Martin R.: A Method for Calculating Eidernalty Bloson Flap Nomse. NASA CR.3954, 1978.
19. Dromn, W. H; and Ahuja, K. K.: Jet and Wing/Flap Interaction Noise. AIAA.84-2362, Oct. 1984
20 Neuwerth, Giinther (Leo Kanner Assoc., transl.). Acoustic Feedback Phenomena of Ike Supersonic and

Hypersonic Free Jet Impinging on a Forein Body. NASA TT F-15719, 1974.
21. Dorsch, Robert G., Clark, Bruce J.; and Res;hotko, Meyer: Interim Prediction Method for Externally

Blown Flop Noise NASA TM X-71 768, [1975].
22. Fink, Martin R. Forward Flight Effects on Externally Blown Flap Noise. J. Amrer, vol. 15, no. 9,

Sept. 1978, pp. 545-546
23. SenGupta, G. Analysis of Jet-Airframe Interaction Noise. AIAA.83.0783, Apr. 1983
24. Miller, W. R: Flight Effects for Jet-Airframe Interaction Noise. AIAA-83.0784, Apr. 1993
25. Mcl~inzie, D. J , Jr.: EBF Noise Suppression and Aerodynamic Penalties. AIAA-78-240, Jan. 1978.
26. Joshi, M C ; and Yu, J. C.: Reduction of Wall Jet Trailing Edge Noise by Mean Flow Modification.

J Aircr, vol 17,0o. 9, Sept. 1980, pp. 633-640
27 Pennock, A. P, Swift, G., and Mashert, J. A.. Static and Wind 7tunnel Model Test, for Ike Development

of Eidernally Blown Flap Noise Reduction Techniques NASA CR. 134671, 1975.
28 Fink, M. R , and Bailey, B A.. Airframe Noise Reduction Studies and Clean-Airframe Noise Investigation.

NASA CR.159311, 1980
29 Reddy, N N.; Blakncy, D. F , Tibbets, 3. G.; and Gibson, J. S VISTOL Aircraft Nomse Prediction (Jet

3.Propulsors) FAA.RD-75-125, June 1975. (Available from DTIC as AD A028 765 6 )
3.Brown, W H; Searle, N , Blakncy, D. F.; Pennock, A. P., and Gibson, J S -Noise Characteristics of
31Upper Surface Blown Configurations, Erperimental Program and Results NASA CR- 143143, 1977
31Guinn, Wiley A , Blaiiney, Dennis F., and Gibson, John S.. VISTOL Noise Prediction and Reduction.

FAA-RD-73.145, Aug. 1973.
32 Reddy, N. N.: Blownr Flap Noise Prediction NASA CR.158978, 1978.
33. Falarski, Michael D, Aiken, Thomas N , Aoyagi, Kiyoshi, and Koenig, David G Comparison of

the Acoustic Characteristics of Large-Scale Models of Several Propulsive-Lift Concepts J. Aircr,
vol. 12, no. 7, July 1973, pp 600-604.

34 Jones, Wi L; Hleidelberg, L. 3, and Goldman, R. G : Hlighly Noise-Suppresed Bypass 6 Engine
for STOL Appli~ation Aermsoustics Fan, STOL, and Boundary Layer Noise, Sonic Boomn, Aeroaoouslic
Instrumentation, Hlenry T. Nagamarso, ed., American Inst. Aeronautics and Astronautics, c 1973,
pp 141-156

481



9 Combustion
and Core
Noise

Lead author
. Robert Mahan

Virgnia Pologtnic Institute
and State Unirersy

Blatkshnr, Virgiia

Contrbiting author
Allen Karchmer
NASA Lewis Rescarh Center
Cerdand, Ohio

Introduction

Two types of aircraft power plant are considered in this chapter: the gas turbine
and the reciprocating engine. The gas turbine engine uses a jet of air or a propeller,
or a combination of the two, to develop thrust. The jet may consist entirely of gas
that has passed through the core of the engine, or it may be a mixture of this gas
with bypass air ducted around the engine core. When a high bypass ratio is used,
the engine is called a fanjet, or turbofan, because much of the thrust is produced by
a fan in the bypass duct. The engine types considered in this chapter are illustrated
in figure 1 (see ref. 1). They are (a) the reciprocating engine, (b) the turbojet engine,
(c) the turboprop engine, and (d) the turbofan engine.

This chapter deals mostly with combustion noise in gas turbine engines, although
reciprocating-engine combustion noise is treated briefly at the end of the chapter.
An exhaustive review of the general combustion noise literature is contained in
reference 2 and a more recent comprehensive interpretive review of the gas turbine
engine combustion and core noise literature is included in reference 3 on the
aerothermodynamics of aircraft engine components.

Combustion noise in gas turbines is classified according to source mechanism as
either direct or indirect. Direct combustion noise is produced by the combustion
process itself, while indirect combustion noise occurs when the hot products of
combustion pass through the turbine and exhaust nozzle. The combination of direct
and indirect combustion noise in a gas turbine engine makes up an important part
of what is generally called core noise. Depending on the authority cited, core noise
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(a) Recipoating engiuw.

(b) Turbojet engine.

(e) Turboprop engine.

IR

(d) Turbofan engine.

Figure 1. Types of aircraft power plant considered. (From ref. 1.)
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may or may not also include compressor noise as well as components of turbine
and flow noise not associated with the combustion proces In some quarters, core
noise is defined as all noise exclusive of jet noise emitted into the rear arc of a gas
turbine engine. In any case, compressor noise is not considered in this chapter, and
only those components of turbine and flow noise are considered which would not be
present in the absence of the combustion process. In view of these restrictions, it
might be argued that the chapter should be entitled simply *Combustion Noise"
However, 'Core Noise" has been retained in the title because in many, if not most,
cases core noise is dominated b; and therefore synonymous with, combustion noise,
especially if compressor noise is excluded as a separate category, as is often done.

The importance of core noise is illustrated in figure 2, which shows low-frequency
acoustic power radiated from a gas turbine engine as a function of effective exhaust
jet velocity (ref. 4). The solid curve with triangular symbols represents the overall
acoustic power radiated to the far field, while the short-long dashed line represents
jet noise, whi:h is known to increase as the eighth power of jet velocity. The two
curves merge as jet velocity increases, indicating that the overall radiated power is
dominated by jet noise at high jet velocities. However, at relatively low jet velocities,
such as would occur at engine idle, during taxiing, and at approach and cruise
conditions, the overall noise level exceeds that predicted by jet noise theory. This

excess noise" is generally attributed to core noise. In figure 2, the solid curve with
the square symbols is core noise measured at the engine nozzle exit.

Enne snpeed. % of max.
30 37 43 50 60 GS 75 85 95

140

Core nozzle / 4

Low-frequency exit
sound power level, 130

dB

/-Jet ntoise If

120 -

1 Far field at 305 m

l' A I I I I
80 100 150 200 250 300

Effective Jet exhaust %elocity, m/-se

Figure 2. Low-frequency sound power in the far field and at the core nozzle
exit of a turbofan engine as a function of effective jet velocity. (From
ref. 4.)
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Configuration Variables

The physical geometry of the hot gas path through a gas turbine engine, as well as
the pressure, temperature, and combustion heat release distributions along this path,
is an important controlling factor for both direct aud indirect combustion noise. The
combustor, the fitel and air induction system, the interface between the combustor
and the turbine, and the turbine itself together form an acoustic circuit. The response
of this circuit to combustion noise source activity depends on the acoustic responses
of the individual components and the manner in which they are interconnected.

A cutaway view of a typical turbofan engine is shown in figure 3 (ref. 5). The
present discussion of combustion and core noise is limited to activities which take
place in the segment of the gas path between the compressor diffuser and exhaust
nozzle exit planes. These boundaries have been chosen to exclude compressor, fan,
and jet noise, which are beyond the scope of this chapter. In any complete analysis
of combustion and core noise it is necessary to specify the acoustic conditions at
these boundaries.

fr Tiarizute Nozzle
exil exit

Izno'o Vore 
n1ozzle

Figure 3. Cutaway view of turbofan engine showing the combustor, turbine
exit, and core nozzle. (From ref. 5.)

Many variations on the more or less generic combustion system of figure 3 are
possible. The diffuser might be long and narrow, with a relatively low exit velocity,
or it might be a short "dump" diffuser, with a relatively high velocity jet within
the receiver. The combustor itself might consist of an array of individual chambers,
called cans, or combustion might occur in a continuous annular region which wraps
around the engine. Variations include "canular" combustors, which, as the name
implies, are hybrids of the can-type and annular combustor ideas. The distribution
of combustion, dilution, and cooling air along the length of the combustor varies from
one design to the next. Finally, the geometry of the transition duct that connects
the combustor to the first stage turbine nozzle is often quite complex and is highly
variable with engine design.
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Operational Variables

The combustion process in a practical gas turbine combustor is turbulent. There
are several reasons why this is desirable. First, because turbulence encourages
mixing of the fuel and air with each other and with the hot products of combustion,
a turbulent flame is more compact. This permits the engine itself to be smaller
and lighter. Next, the turbulent wake downstream of a swirler or behind a flame
holder anchors the flame in a well-defined location. Also, the enhanced mixing
of the hot products of combustion with dilution air introduced downstream of the
primary combustion zone leads to a shorter secondary zone and a more uniform
temperature field entering the turbine. Finally, turbulence-enhanced mixing ensures
more complete combustion, thereby improving efficiency and reducing some harmful
emissions. Unfortunately, turbulent flames are inherently noisy.

Combustion noise is characterized by its overall radiated power and by its
spectral and directional distribution. The key parameter for determining the overall
radiated sound power is the thermoacoustic efficiency, defined as the fraction of
the combustion heat release which is radiated away as acoustic energy. The sound
spectrum of an open turbulent flame is rich in information about turbulence scales,
burner geometry, convective velocities, flame speeds, and so forth. This has led
to the development of a school of combustion diagnostics which exploits details
of the spectral shape out to frequencies of several thousand hertz. However, the
radiation of acoustic power by a turbulent flame is dominated by a limited portion
of the spectrum which rises slowly to a single blunt peak somewhere between 300
and 600 Hz and then decreases more or less monotonically. Figure 4 (ref. 6) shows
typical open-flame sound pressure spectra corresponding to the turbulent premixed
and diffusion-flame burning of hydrocarbon fuels. Departures from the spectral
shape of figure 4 for combustion noise radiated from an engine are mostly due to
the resonant modes of the acoustic circuit defined by the combustion system. Then
the controlling factors for direct combustion noise are (1) those which determine the
thermoacoustic efficiency of the combustion process and (2) those which determine
the acoustic response of the combustion system.

Itelatne E

SPL .o

10M 200) Soo 1000 2000O
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Figure 4. Tpical sound pressure level spectra in the far field of open,
turbulent, premized and diffusion flames with gaseous hydrocarbon fuels.
(From ref. 6. Copyright AIAA. Reprinted with permission)

487



Mahan and Karchmer

The thermoacoustic efciency of an open turbulent flame generally changes when
the same flame is placed %,,hin an enclosure. There are two reasons for this change.
First, the enclosure modifies the steady flow through the flame, thereby producing
lundamental changes in the combustion process. It is easy to imagine, for example,
how an enclosure might dictate the %-y the fuel and air are mixed and then brought
together with the hot products of combustion. Also, as the enclosure becomes smaller
relative to the original volume of the open flame, the average steady flow velocity,
and with it the turbulence intensity, must increase.

The second reason is more subtle. In certain situations, coupling may exist
between the acoustic response of the combustion system and the heat release process.
Such coupling can occur in any number of ways. For example, experiments (ref. 7)
have demonstrated that acoustic energy introduced to a gas turbine combustor at
the proper frequency can enhance mixing downstream of the flame zone so that
the turbine inlet temperature spread is significantly reduced. Other experiments
have been conducted with laboratory burners in which periodic acoustic signals have
been introduced either upstream of the flame zone in a mixing chamber (ref. 8) or
directly in the flame zone itself (ref. 9). The former establishes a clear relationship
between acoustically induced mixing and enhancement of thermoacoustic efficiency,
while the latter may be interpreted as evidence of another kind of enhancement,
discussed in the next paragraph. In view of the relationship between acoustically
induced mixing and enhanced thermoacoustic efficiency, it is not difficult to believe
that the acoustic pressure field produced by the turbulent combustion process itself
can enhance the mixing process and thereby influence the thermoacoustic efficiency
of the combustion process. But the presence in the flame zone of an acoustic particle
velocity antinode (pressure node) at the critical frequency required to make this idea
work is determined by the combustion system geometry.

One classical coupling mechanism of pedagogical, if not practical, interest is that
first described by Lord Rayleigh (ref. 10). If the combustion heat release process
is periodic, or at least has a periodic component, the resulting acoustic pressure
waves emanating from the flame are periodic with the same frequency. Because a
turbulent flame produces a broad, nearly random noise spectrum, significant acoustic
energy is present at virtually all frequencies below about 1000 Hz. The presence of
an enclosure can cause pressure waves created in the flame zone to be returned to
the flame zone with a time delay that depends on the length and average sound
speed in the combustor. Energy is added to the pressure wave at any frequency for
which the instantaneous peak in acoustic pressure in the flame zone coincides with
the instantaneous peak in heat release. When this critical situation holds, the wave
grows in amplitude with each cycle until a limit cycle is ieached where losses and
nonlinearities arrest further growth. Similarly, energy is removed from a pressure
wave at any frequency for which the wave is 1800 out of phase with the periodic heat
release in the flame zone.

In principle the pressure variation associated with unsteady combustion can
become so strong that it actually modulates the flow of fuel and/or air into the
combustor. When this happens, there is nearly always a frequency for which the total
phase angle between the pressure oscillation in the flame zone and the corresponding
heat release oscillation is an integer multiple of 3600. This automatically satisfies
Rayleigh's criterion and leads to a type of combustion instability which produces very
large pressure amplitudes, as explained in reference 11. While the authors know of no
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incidence of this so-called feed instability in an aircraft gas turbine engine, the first
author has observed it in a gas-fueled industrial gas turbine (where the fuel nozzle
pressure drop is significantly lower than in liquid-fueled gas turbines). In this case
the resulting periodic pressure fluctuation was sufficient to drive the combustion
hardware to fatigue failure. The problem was fixed by increasing the fuel nozzle
pressure drop.

The operational variable having the greatest influence on combustion and core
noise in a gas turbine engine is engine power. Both the mass flow through the
combustion system and the combustor temperature level increase with power level. If
the thermcacoustic efficiency remained constant, the radiated acoustic power would
be proportional to the power developed by the engine. However, the tendency is
for the thermoacoustic efficiency to increase with the mass flow rate through the
combustor.

The spectral distribution of the radiated acoustic power can also depend on engine
power level through the combustor temperature, although this is usually a minor
effect. As the temperature in the combustor increases with power level, so does the
speed of sound (approximately with the square root of temperature). As the speed of
sound increases for a given combustor geometry, the resonant modes shift to higher
frequencies. in principle this could even result in either a slight increase or a slight
decrease in thermoacoustic efficiency, depending on how the change in sound speed
affects the timing between the pressure waves and the heat release distribution in
the combustion zone. In practice, this effect is probably unimportant, however.

Characteristics of Combustion and Core
Noise

Any discussion of the characteristics of combustion and core noise in the engine
environment must begin at the noise source, that is, in the combustor. As already
stated, most practical gas turbine combustion systems consist either of an array
of individual combustion chambers, called cans, or of a continuous annular chamber
that wraps around the engine. Although variations of these two ideas are possible, for
example, the canular combustor, familiarity with the combustion noise characteristics
of these two main combustor types is sufficient for basic understanding of gas turbine
combustion and core noise.

The sound pressure spectra for the open turbulent flames of figure 4 are very
similar to the sound spectrum produced by a turbulent jet. This is not surprising in
view of contemporary direct combustion noise theory, in which the source mechanism
is attributed to the turbulent mixing of fuel and air with the hot products of
combustion. In fact, the shape of the curve and the frequency at which it ,.eaks
for a given fuel are surprisingly insensitive to size of the burner, the power level, and
flame temperature, even though the overall sound pressure lc-el is sensitive to these
factors.

As shown in figure 4, significant combustion noise is limited to frequencies on
the order of a few hundred hertz. Consequently, the wavelength of the pressure
disturbances in the combustor associated with combustion noise is generally large
compared with the transverse dimensions of the engine. In this case the combustion
noise propagates into the surroundings as a plane wave. Two-dimensional modes
are present within annular combustors for which the circumference is comparable to
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the length. However, some of these modes often are cut off in the smaller diameter
turbine and exhaust nozzle and thus are unable to propagate efficiently into the
surroundings as sound.

The combustion system geometry and temperature distribution, the acoustic
conditions at either end, and the source activity combine to define a series of
resonant frequencies not unlike those observed in an organ pipe. Also, it has
already been explained that a pressure disturbance is selectively amplified if it
occurs at a frequency which satisfies Rayleigh's criterion. Therefore, a typical core
noise spectrum measured in the far field of an engine has the general form of the
open flame spectrum of figure 4, but with a superimposed series of relatively sharp
peaks corresponding to the resonant frequencies and, though rarely, to one or more
frequencies satisfying Rayleigh's criterion.

Typical 1/3-octave band pressure spectra obtained within a can-type combustor
and in the far field of its exhaust are shown in figure 5 (ref. 12). These spectra are
for a single can exhausting through a relatively short nozzle rather than through a
turbine. The peaks in the spectra, which cause them to deviate from the general
trend of figure 4 for an open flame, are due to combustor resonance.

l/3-octac band

Far fieldI

90-

so-

70

I00 1000 10000
Frequency, 11z

Figure 5. One-third-octave band sound pressure levels measured in a can-type
combustor and in its far field. (From ref. 12 Copyright AIAA. Reprinted
with permission.)

Higher order modes involving the axial and circumferential degrees of freedom are
available to annular combustors because of their two-dimensional geometry. Typical
l/3-octave band pressure spectra obtained in the combustor, at the turbine exit, at
the core nozzle exit, and in the far field of a gas turbine engine with an annular
combustor are shown in figure 6 (ref. 4). The activity above about 1500 Hz is
attributable to the rotating machinery. It is clear from comparison of the spectra
below 1500 Hz that not all the modes in the combustor are able to proppgate to the
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far field as sound. In particular, some higher order modes that are present in the
combustor are cut off in the turbine and tail pipe and are thus unable to propagate
into the surroundings.

SPL, 41B 120(

9-Fa 

r eh"
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Frequency, 11z

Figure 6. One-third-octave band sound pressure levels measured in the com-
bustor, at the turbine ex:t, at the core nozzle exit, and in the far field of a
turbofan engine having an annular combustor. (From ref. 4.)

Correlations of overall sound power for both laboratory-scale burners and engines
are remarkably similar. In general, radiated sound power varies somewhat as the
mass flow rate to a power between two and three and as the temperature rise across
the burner to an exponent of about two. The thermoacoustic efficiency, defined in
the previous section, then varies somewhat as the square of miss flow and linearly
with the temperature rise. Typical values of the thermoacoustic efficiency are found
to range from 10-6 to 10- 5 .

The directivity of core noise is determined by the exhaust conditions rather
than by the source activity, although theoretically there should also be a slight
frequency effect. In general, a spherical pattern is observed at low exhaust velocities
and frequencies, but as the velocity and frequency are increased, a nonspherical
directivity pattern begins to emerge. As a practical matter, the deviation from a
spherical directivity pattern associated with increasing frequency is not important
in gas turbine core noise because of the relatively low frequencies involved. Figure 7
shows directivity patterns for a range of engine speeds for a gas turbine engine
(ref. 13). As the exhaust velocity increases with engine speed, the peak in the
directivity pattern shifts in the flow direction and its magnitude increases. The
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combustion noise peak typically occurs at an angle of about 1200, . !asured with
respect to the engine inlet, and corresponds to a deviation of about 10 dB from the
minimum value.

Engine
SXN]. Angle front inlet axis% of omtax.
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Figure 7. Combustion noise overall sound pressure level (OASPL) directivity
patterns. (From ref. 18.)

Sources of Combustion Noise

It has already been noted that combustion noise can be categorized as being
either direct or indirect depending on its source characteristics. While direct
combustion noise is related to the creation of local hot spots in the combustor,
indirect combustion noise is related to the subsequent flow of these hot spots through
the steep pressure gradients encountered in the turbine and exhaust nozzle.

Direct combustion noise results when a volume of mixture expands at constant
pressure as it is rapidly heated by combustion. This local expansion causes the
cooler surrounding gas to be pushed back; that is, the expanding gas does work on
its surroundings. This work in turn produces waves in the surrounding gas which
propagate into the far field as sound. Such sources are called acoustic monopoles.
The strength of an acoustic monopole produced in this way depends on the net work
done as it expands and on the rate of doing this work. The amount of work done
depends on the thermal energy deposited in the volume element by the combustion
process and on the efficiency with which this energy is converted to work.

In a practical aircraft gas turbine combustor, the fuel and air are introduced
separately. The liquid fuel must be atomized and vaporized to produce volatile
gases, which must then mix with the combustion air before they can be burned.
The physical processes by which the atomization, evaporation, and mixing occur are
necessarily turbulent; otherwise the combustor would be prohibitively long.

A reasonable model (ref. 14) for turbulent combustion is shown in figure 8. The
model encompasses two possible scenarios which represent two extremes, with reality
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lying somewhere in between. In one scenario, a turbu!ent eddy consisting of pure
vaporized fuel enters a region of hot combustion air; in the other, a turbulent eddy
consisting of a mixture of vaporized fuel and combustion air enters a region of
hot products of combustion. As the eddy penetrates the hot region, it entrains
the surrounding hot gases, creating a sort of pinwheel, or "flamelet," consisting of
alternating layers of either (1) volatile mixture and hot products of combustion or
(2) fuel and hot combustion air, as the case may be. The rapid radial expansion
of the hot gases generated by the burning of this flamelet produces the monopole
source behavior described above.

Figure 8. Combustion noise model. (From ref. 1.)

In the first scenario, consumption of the eddy is paced by the local diffusion rate at
the air-fuel interface, while in the second scenario, the combustion rate depends only
on the local laminar flame speed. The peak frequency of the direct combustion noise
produced by the transient combustion of many such eddies, randomly distributed
in time and space throughout the flame zone, might be expected to vary somewhat
as the inverse of the time it takes to burn one of these typical eddies. However,
when the statistical nature of turbulence is taken into consideration (ref. 15), the
relationship between the peak in the combustion noise spectrum and the average
survival time of a turbulent eddy of fuel-air mixture may not be that simple. In
any case, two factors cause the sound produced to be dispersed in a spectrum about
the peak frequency. First, as already noted, the eddies have a size distribution that
depends on the statistical distribution of turbulent mixing lengths. This would lead
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to a distribution of eddy survival times for a fixed burning rate. Second, for a given
eddy size there is a distribution of burning rates between the two extremes described
in the above model. This, too, leads to a distribution of survival times and thus to a
further dispersion of frequencies about the peak. In fact, it is the uncertainty about
which mechanism dominates the burning rate, flame speed or diffusion, which most
contributes to differences in combustion noise theories.

Fortunately, the total combustion heat release in an actual gas turbine combustor
is distributed among a very large number of small uncorrelated flamelets. As a simple
model, consider the quasi-periodic pressure field produced by the continuing life cycle
of the flamelets, which form, burn, and then reform, more or less regularly, in a given
locality of the combustion zone. The Fourier series representation of this pressure
field consists of a mean component and an infinite series of periodic components
whose mean values are zero and whose amplitudes decrease monotonically with
frequency. The locality is then acoustically equivalent to a compact source consisting
of many point sources of mass (acoustic monopoles), each oscillating at a different
fixed frequency. There are many such uncorrelated localities in a turbulent flame,
each producing more or less the same pressure spectrum, but with phases unrelated
to those of other localities. The net effect is that destructive interference occurs
within the source region, so that the overall source mechanism is rather inefficient.
In fact, as already mentioned, it has been observed that the overall radiated acoustic
power associated with gas turbine combustion noise is on the order of only a few
parts per million of the total thermal power.

The contribution of indirect combustion noise to gas turbine core noise wa. first
reported in reference 16 in 1972, and the term "indirect combustion noise" was coined
in reference 6 in 1973. An excellent development of the theory is given by Marble
(ref. 17), who distinguishes between kinematically unsteady flows, in which velocity
fluctuations produce pressure fluctuations, and thermodynamically unsteady flows,
in which temperature fluctuations, through the associated density fluctuations, lead
to pressure fluctuations. Marble demonstrates that thermodynamic unsteadiness can
be equally as effective as kinematic unsteadiness in its ability to produce unsteady
loading on .n obstacle in the flow field. Briefly, indirect combustion noise, or
entropy noise as it is sometimes called, results when relatively large-scale temperature
nonuniformities generated by turbulent combustion are convected through pressure
gradients in the turbine. This produces an entropy fluctuation in conformity with the
first and second laws of thermodynamics. Because the density of an ideal gas depends
on any two independent thermodynamic properties, say entropy and pressure, a
density fluctuation occurs whenever an entropy nonuniformity is convected through
the pressure drop associated with a stage of the turbine. Just as in the case of the
direct combustion noise mechanism, this density fluctuation produces waves that
propagate through the surrounding gas.

The relative importance of the direct and indirect components of gas turbine
combustion noise is yet to be definitively established. Both source mechanisms
probably contribute significantly to engine core noise, with their relative dominance
depending on such things as engine power setting and combustor and turbine design
considerations. The dominant frequencies associated with both combustion noise
source mechanisms are determined by the rate of production and the size distribution
of hot spots within the combustor. The frequency spectrum of indirect combustion
noise should not be sensitive to the convective velocity through the turbine because
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as a hot spot is accelerated through a turbine stage, it elongates so that the ratio of its
velocity to its length, and therefore its characteristic frequency, remains essentially
constant.

The similarity in the sound spectra of direct and indirect combustion noise makes
it difficult to separate the two source mechanisms simply by studying the core
noise sound pressure spectrum. However, in one laboratory experiment involving
a single gas turbine combustor can operated at reduced pressure, Muthukrishnan
et al. (ref. 18) were able to separate near-field combustion noise into its direct and
indirect components over the dominant part of its spectrum. They accomplished
this by correlating the near-field sound pressure signal with a second signal, either
from a pressure probe in the combustion can or from a high-frequency-response
thermocouple in the exit plane of the can. In the study, a high correlation between
the signals from the near-field microphone and combustion-can pressure probe is
interpreted to mean that the near field is dominated by direct combustion noise, while
a relatively high correlation between signals from the near-field microphone and the
exit-plane thermocouple is interpreted to mean that the near field is dominated
by indirect combustion noise. Subject to this interpretation, it was found that
as the pressure drop increased across a nozzle or orifice plate downstream of the
combustion can, dominance of the near-field sound pressure shifted from direct to
indirect combustion noise. From this the authors concluded that direct combustion
noise dominates the near field for small pressure drops, while indirect combustion
noise dominates for large pressure drops. Also, they interpreted the low coherence
observed between the signals from the combustion-can pressure transducer and the
exit-plane thermocouple above 200 Hz to indicate that direct combustion noise and
indirect combustion noise are statistically independent at higher frequencies. On
the other hand, observed high correlation between these two signals below 100 Hz
seemed to indicate that the two combustion noise mechanisms are inseparable at low
frequencies.

Muthukrishnan et al. concluded that indirect combustion noise should dominate
in an actual gas turbine engine because of the relatively large turbine pressure drop.
However, the validity of this conclusion must be tempered somewhat by two facts.
First, the temperature fluctuations observed at the combustion-can exit plane were
up to six times those expected in an actual gas turbine combustor. This would
presumably produce higher indirect combustion noise levels in the near field of the
experimental burner than in the near field of an actual engine. Second, the laboratory
burner was operated at a total pressure -,. the order of 10 percent of that typical of
an actual gas turbine engine. This could conceivably lead to lower levels of direct
combustion noise than would be produced by an engine.

Reference 19 presents a theoretical development which predicts that indirect
combustion noise power should vary as the square of the pressure drop across
each turbine stage. If true, this means that the indirect combustion noise can
be reduced for a given turbine pressure drop by increasing the number of stages.
Finally, reference 20 shows good agreement between the 1/3-octave band combustion
noise spectrum measured in the rear arc of an actual gas turbine engine and the
spectrum predicted on the basis of an indirect combustion noise theory. The theory
underpredicts the measurement only at the low- and high-frequency extremes of the
spectrum, with the measured spectrum being well predicted between 100 and 500 Hz.
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Introduction to Combustion Noise Theory

Several competing combustion noise theories have emerged in recert years based
more or less on the fundamental source mechanisms described above. Many of these
theories provide reasonable estimates of observable trends in combustion and core
noise behavior. Indeed, the differences between the most successful of these theories
are frequently only superficial; the underlying physics and mathematics are often
essentially the same.

Perhaps the most pedagogically sound and rigorously complete direct combustion
noise theories are those that have been inspired by Lighthill's (ref. 21) aeroacoustics
theory. While Lighthill's theory explains jet noise in terms of acoustic quadrupoles
produced by turbulent mixing in a shear layer, many of the more promising direct
combustion noise theories, while attributing combustion noise to equivalent acoustic
monopole activity, draw heavily on Lighthill's formalism.

Unfortunately, a quantitative prediction of combustion noise from first principles
is not yet possible because the equations describing turbulent flow, which are
central to Lighthill's analogy, cannot yet be solved. At best, combustion noise
theories inspired by Lighthill's theory can be used to predict noise trends only when
simplifying assumptions are made about the turbulence structure and its relationship
to the unsteady heat release. Even in some of these developments, no attempt is
made to solve the equations. Instead, the principles of dimensional analysis are relied
on to imply the dependence of thermoacoustic efficiency aad peak frequency on the
combustor design and operating conditions.

Not all theoretical developments which successfully predict observed combustion
noise trends have been inspired by Lighthill's theory. An alternative approach
involves postulating a physical model for the dependence of the unsteady volumetric
combustion heat release distribution on the local flow and thermodynamic variables.
This is done on the basis of either physical arguments, similar to those presented in
the previous section, or experimental results. This combustion heat release term is
introduced into the appropriate energy equation which, together with the continuity
and momentum equations and an equation of state, describes the resulting unsteady
flow in the combustor.

Two continuations are possible after the unsteady volumetric heat release term
has been defined and the governing equations have been established. In the first, the
equations are linearized (by assuming small perturbations of the flow variables), cast
in the form of a wave equation, and then solved, usually n':rnerically. Altcrnatively,
the equations are sometimes simplified by rejecting certain terms on the basis of
order-of-magnitude arguments. In this case it is often possible to obtain a closed-
form analytical expression for the acoustic pressure in terms of the source term and
other physical variables. The radiated power is then estimated consistent with the
assumed form of the volumetric heat source term.

Regardless of the theoretical approach used to predict combustion noise, the
results obtained ultimately depend on the assumed form of the unsteady volumetric
heat release term. Also, most theoretical developments attempt to describe the sound
power radiated from an open flame rather than from the interior of a combustor. In
these cases modifications must be made to account for the acoustic response of the
combustion system and the transmission loss through the turbine and exhaust nozzle.
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In spite of the differences among the various theoretical approaches, several of them
predict experimentally observed trends with acceptable accuracy.

The three principal results sought from combustion noise theory are the radiated
sound power (or the thermoacoustic efficiency), the peak frequency of the radiated
sound, and the directivity. All three are usually presented in the form of a regression
formula in which exponents of the parameters determine their influence on a given
result. Several parameters are common to nearly all theoretical developments: the
total mass flow rate through the burner, the burner length and cross-sectional area,
the air-fuel ratio, and some measure of the fuel re.,ctihity. Alternatively, some
theories present their results in terms of burner pressure drop or burner temperature
rise, which themselves are relatable to the above parameters.

In fact, most combustion noise theories reported in the literature have developed
alongside of, and been strongly influenced bL0 contemporary experimental studies.
In some cases, experimentally determined coeffic ents have been used in the "theo-
retical" development. At the very least, the availability of experimental results has
aided the theoretician in selecting the best theory from among several attractive
candidates. For this reason, very nearly all of them correctly predict at least some
aspect of the observed trends. In view of the synergistic relationship which exists
between theory and experiment, the results of both are presented together in the
next section.

Combustion Noise Theory and
Comparison With Experiment

The earliest known combustion noise theory is that of S. L. Bragg (ref. 22).
Bragg's theory is based on the direct combustion noise source mc:!.l, described
earlier, in which the flame zone is assumed to consist of a region of uncorrelated
flamelets, created by turbulent mixing, which produce monopole-type sound upon
burning. The theory appeals to purely physical reasoning to deduce that the sound
power radiated from a turbulent flame should vary as the fuel reactivity and as the
square of the mixture flow velocity. A thermoacoustic efficiency of about 10-6 is
predicted with a peak frequency around 500 Hz for a typical hydrocarbon fuel.

Thomas and Williams (ref. 23) measured the sound power radiated from burning
soap bubbles filled with combustible mixtures. The radiated sound power can be
calculated exactly for this simple geometry, and their measurements are in excellent
agreement with theory. The measured and predicted thermoacoustic efficiencies for
centrally ignited bubbles were shown to vary with flame speed over a range of about
two orders of magnitude centered about a value of 10-5.Both theory and experiment
also indicate that the efficiency decreases by about an order of magnitude when the
bubble is ignited at or near the outer surface, a situation more nearly like what must
occur in an actual turbulent flame. Also, it has already been stated that a source
region composed of individual uncorrelated monopoles would be less efficient than a
single monopole of the same combined strength because of destructive interference.
For these reasons the thermoacoustic efficiency of 10-6 predicted by Bragg's simple
theory is consistent with the rigorously correct results of Thomas and Williams.

In an extension of Thomas and Williams' work, Hurle et al. (ref. 24) postulate,
on the basis of simple monopole source theory, that the sound pressure radiated
from an open turbulent premixed flame should vary as the time rate of change
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of light emission by certain free radicals in the reaction zone. A key element in
the development is their demonstration that the intensity of emission by these free
radicals increases directly as the flow rate of combustible mixture for both laminar
and turbulent flames. They interpret their experimental confirmation of this idea for
an ethylene-air flame as supporting both the monopole source nature of combustion
noise and the flamelet, or wrinkled flame, model of turbulent flames. This result
is significant because it establishes a direct relationship between the radiated sound
pressure and the combustion heat release fluctuation.

Strahle's direct combustion noise theory is prominent among the most elaborate
of those that have been influenced by Lighthill's theory and developed along the
lines indicated in the preceding section. Instead of invoking the energy and entropy
principles from thermodynamics to rigorously account for density fluctuations in the
turbulent reaction zone, Strahle (ref. 25) proposes a version of tie flamelet model
which permits the introduction of two time scales, one due to convection and one due
to diffusion. This leads to an expression for the thermoacoustic efficiency estimate
having two adjustable exponents whose values depend on the relative dominance of
the two rate processes. Strahle demoustrates that the experimental trends from the
literature for open premixed flames can be predicted by this theory if appropriate
values of the two adjustable exponents are chosen. The expression reduces, to within
a constant multiplicative factor, to Bragg's of result if all Bragg's assumptions are
invoked. In a more mature version of his theory, Strahle (ref. 26) gives an expression
for the acoustic component of the density p! at a far-field point r outside the region
undergoing turbulent combustion:

t/ = " a2 pT(ro,t - )dV(ro) (1)47, c,2or 712 V c

where c. is the sound speed outside the flame zone, r, is a point within the flame
zone, t is time, and V is the volume of the flame zone. This result - -umes that
the acoustic component of the density fluctuation pi in the combustion zone is small
compared with the density fluctuation PT due to turbulent combustion.

The most practical version of Strahle's theory, reported in reference 27, predicts
that the sound power in watts radiated from a can-type combustor which is perfectly
impedance matched to the surroundings should be given by

Pq=aipo2Va,3f7'4fo5P.A'7(Al/
2/t)as 2f (2)

where p is the combustor mean pressure in psia (kPa), Vref is the mean flow velocity
in ft/sec (m/sec), Ti is the combustor inlet temperature in OR (K), F is the fuel-
air ratio, N1 is the number of fuel nozzles, Ae is the cross-sectional area at the
combustor exit in in2 (cm2 ), and £ is the combustor length in in. (cm). The values
of the exponents are given in table 1. In reference 27, combustor rig data from a
wide variety of sources were used to develop a multiple regression formula having
the same general form as the above relation, and the corresponding exponents are
also given in table 1. If quantities in the regression relation are expressed in Si Units
instead of British Engineering Units, the factor al should be 0.047.

From comparison of the exponents in table 1, it is clear that except for the expo-
nents of chamber pressure and mean velocity, there is excellent agreement between
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theory and experiment. In reference 27 the higher experimentally determined expo-
Dents on these two quantities were attributed to iet noise present in the expeiments.
A close relative of this combustion noise theory is the basis for a successful engine
core noise prediction method described in the next section.

Table 2 gives the regression exponents on combustor mass flow rate, inlet
temperature, and temperature rise for the radiated power results obtained by several
experimentalists (refs. 12, 28, 29, and 30). The tendency seems to be for theory to
favor an exponent of about 2 for the mass flow (or velocity), while experiment seems
to favor an exponent closer to 3. It could very well be, as suggested in reference 27,
that experimental results tend to be contaminated by jet noise, which is known to
vary as velocity to the eighth powfer. It is interesting to note that the original form
of the theory of reference 27 also predicts a dependence on combustor temperature
rise with an exponent of about 2, although in the final form this dependence is
suppressed, evidently by lumping it with the inlet temperature. The dependence of
combustion noise on temperature or temperature rise remains unclear.

Table 1. Comparison of Theory With Regression Analysis Results

[From ret 21

u1 a2 a3 a4 as as a7 as

Experiment 0.91 1.9 3.4 -2.5 1.3 -0.78 1.0 1.0

Thry 1 2 -2 to -3 2 0 to -1 1 1

'No theoretical value.

Table 2 Regression Exponents Obtained by Several Investigators

[FRom ref. 12]

Exponents on-
Burner Air ma s Temperature Inlet

Reference type flow rise temperature
Shivashankara and Crouch

(ref. 12) Can 3.4 2.4 0 8

Kazin and Emmerling
(ref. 28) Annular 3 0 2.0

Ho and Tedrick, modified
(ref. 29) 1.0 2.0

Strahle and Shivashankara
(ref. 30) Can 2.3 to 2.7 0 to 1.5
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Available Prediction Methods

Most available gas turbine engine combustion and core noise prediction methods
have been derived from engine data, although some have been influenced by near-
scale combustion rig data and by the theoretical developments described above. In
general, the accuracy of a noise prediction method decreases as it becomes more
universal: while it is relatively easy to develop an accurate noise prediction method
for parametric variations within a given engine design, it is significantly more difficult
to develop a method of comparable accuracy which is valid for a range of engine
designs. Even so, universal prediction methods exist which provide 3- to 5-dB
accuracy in overall sound power level while requiring knowledge of remarkably few
design and operating parameters.

According to the core noise prediction method used at General Electric Co.
(ref. 31), the overall sound power level (OAPWL) is given by

(( Tout - Ti )
2 (pt\2 A_OAPWL =10log +  log _ -60.5dBjC -4]uioPret Tin 1kPl TO

(3)

where rh is the combustor mass flow rate, Tn is the combustor inlet temperature,
Tout is the combustor outlet temperature, ATd& is the design point temperature drop
across the turbine, pti, is the combustor inlet total pressure, and Pref is the reference
power, 10-12 W. The subscript o refers to standard sea level conditions. Core noise
data for a range of turbojet, turboshaft, and turbofan engines are compared with
this function in figure 9, and the corresponding "universal" spectrum shape and
directivity pattern are shown in figures 10 and 11, respectively.

Although all the engines represented in figures 9 to 11 have "traditional"
combustion systems (can-type or annular), the prediction method has also been
used to correlate combustion noise from an engine with a radially staged annular
combustion system. In this case, however, the method had to be modified to account
for the differences between the traditional and new combustion system designs.
Specifically, during operation of the pilot stage only, an effective pilot stage exit
temperature was used rather than the mixed-mean combustor exit temperature.

Because the General Electric prediction method is based entirely on engine data,
it necessarily contains several empirical constants. Its chief advantage is that it
involves relatively few parameters while achieving remarkable universality. A theo-
retically based prediction method has been developed at Pratt and Whitney which
relies on only two empirical constants, one associated with the source activity and
the other associated with transmission loss through the turbine. Because it involves
more parameters than the General Electric relation, including several operating and
geometrical variables, it is potentially even more universally applicable. The fact
that it successfully predicts both the peak frequency and the overall sound power
level for a wide range of engine designs and operating conditions tends to verify the
theoretical notions upon which it is based, thereby further enhancing its value.
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Figure 9. Comparison of the core noise overall sound power level
correlation represented by equation (3) with experimental data (From
ref. 31. Copyright AIAA. Reprinted with permission.)
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Figure 10. Universal gas turbine combustion noise spectral shape. (From
ref. 31. Copyright AIAA. Reprinted with permission.)
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Figure 11. Universal gas turbine combustion noise directivity pattern. (From
ref. 31. Copyright AIAA. Reprinted with permission.)

The Pratt and Whitney relation (ref. 32) is

r1 2  (±i y;v4 I' HfFs F 1

OAPWL = 10 log In-A 2P'i F~l ~,

+ K3 - TL (ref. 10- 12 W) (4)

where the transmission loss is

TL = 10 log I4(L/rD)j

where Nf is the number of fuel nozzles, A is the combustor cross-sectional area, pt,
is the total pressure at the combustor inlet, rh is the combustor air mass flow rate,
Ttn is the total temperature at the combustor inlet, Hf is the heating value of the
fuel, Ft is the stoichiometric fuel-air ratio, cp is the specific heat at constant pressure
in the flame zone, F is the combustor fuel-air ratio, " is the ratio of characteristic
impedances across the turbine, L is the circumferential extent of a correlated source,
and D is the outer diameter of the turbine at its interface with the combustor.
All these quantities are in British Engineering Units. The theoretical development
leading to this result draws heavily on Strahle's theory described earlier (refs. 25
and 26).

In all cases the ratio L/irD has been found to be 0.20 and the constant K3 , which
in theory should be a function of fuel type and combustor wall and exit impedances,
has been found to be 132. Therefore, the only two quantities whose dependence on
design and operating conditions is not directly determined from theory seem to be
constant within the broad family of engines used to establish the correlation.

Measured overall sound power levels for a range of engines and operating
conditions are plotted against the prediction relation in figure 12. The measured
values are scattered about the prediction with a standard deviation of 1.7 dB.
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Figure 12. Comparison of core noise overall sound power level correlation rep-
resented by equation (4) with experimental data. (From ref. 2. Copyright
AIAA. Reprinted with permission.)

The Pratt and Whitney method predicts the peak frequency to be

t = KrA (5)

where R is the gas constant for air, rhf is the fuel mass flow rate, t is the combustor
length, and K1 is an empirical constant. The ratio (mf /ptjJ). is evaluated at the
design point of the burner corresponding to near takeoff conditions.

Figure 13 shows the measured peak combustion noise frequency plotted against
the prediction relation with Kf set equal to unity. The data fall along one of two
lines depending on the type of combustor: can or annular. However, if Kf is chosen
to be 8 for can-type combustors and 3 for annular combustors, all the data fall along
the same line.

Diagnostic Techniques

Combustion and core noise studies require measurement of the total sound power
radiated from a gas turbine engine, as well as its spectral distribution and directivity.
The total radiated sound power must also be separated into its various components
according to source (i.e., combustion noise, jet noise, etc.). Further, the source
activity must be isolated and characterized. This requires measurement of the
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Figure 18. Comparison of core noise peak frequency correlation represented
by equation (5) with experimental data. (From ref. 32. Copyright AIAA.
Reprinted with permission.)

dynamic pressure in the engine. (It is common practice in the context of gas
turbine combustion noise studies to refer to the unsteady component of pressure
in an engine as the "dynamic" pressure. Because this usage is widespread and
because there is little chance for confusion of the unsteady component of pressure
with the true dynamic head, this term is used in this chapter.) Finally, various
engine operating characteristics must be measured so that they can be correlated
with combustion and core noise. Because these latter measurements are routine in
engine performance studies and thus are not unique to combustion noise studies,
they are not discussed here. The material in this section is divided into three parts:
measurement techniques, data interpretation, and example applications.

Measurement Techniques

Standard microphones are used to measure the sound power in the far field.
The combustion rig or engine should exhaust into an anechoic chamber for these
measurements. If this is not possible, the rig or engine should be mounted in
a very large room, or even outside, to minimize the effects of reflections. Then
the microphones are usually mounted flush with the hard floor or ground and the
measurements are then halved to account for reflections. If these precautions are not
taken, reflections must be treated analytically, a tedious procedure that inevitably
compromises the confidence of the results obtained.

The dynamic pressure in a source region is made up of an acoustic component and
a nonacoustic component. The acoustic component is governed by a wave equation
and thus propagates at the local sound speed, while the nonacoustic component is
a local pressure disturbance that does not propagate. In order to identify source
activity that leads to propagating sound, the dynamic pressure within the engine
must be measured and separated into its acoustic and nonacoustic components.
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Measurement of the dynamic pressure within the combustor of a gas turbine
engine requires a probe which can provide reliable data at high temperatures. Its
calibration must be thermally stable, or at least must be easily correctable for
temperature variations, and it-must have a small temperature sensitivity. Two
general approaches have been used to meet these requirements. In the first,
a specially designed high-temperature transducer is introduced directly into the
combustor, while in the second, a transducer intended for use at room temperature
is somehow thermally isolated from the hot combustion gases.

Transducers capable of stable and reliable operation at typical gas turbine com-
bustion temperatures usually must be custom-built. As a consequence, they are
prohibitively expensive and often difficult to use. The chief problem is that the
mechanical and electrical properties of most common transducer materials change
rapidly with temperature as combustion temperatures are approached. Special ma-
terials must be used just to ensure the mechanical and electrical survivability of the
transducer. The transducer must be calibrated-over the anticipated temperature
range, and its temperature must be monitored during use so that the calibration
can be subsequently applied. The extremely limited availability of high-temperature
dynamic pressure calibration sources added to the high initial cost and the neces-
sity for post-processing of data make the routine use of this type of transducer
unattractive.

The most widely used alternative to the dynamic pressure measurement tech-
niques described above is an acoustic waveguide to transmit the dynamic pressure
signal to an externally mounted "room temperature" transducer. Such a system is
shown in figure 14. It consists of a pressure-transmitting tube, or probe, with a pres-
sure transducer mounted in a side branch. The probe is as short as possible while
still providing adequate thermal isolation of the transducer from the hot products of
combustion. The probe is continued beyond the transducer by a long coiled tube

Fire wall Pressure

Fir wlltransducer Purge

ga'Probe )
Hlot ,,I

gas

Figure 14. Waveguide pressure probe for use in hot gas path.
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of the same inside diameter as the probe. The purpose of this coil is to prevent the
signal at the transducer from being distorted by reflections which would occur if the
tube was terminated at or near the transducer. By the time that.pressure waves
entering the coil reach the sealed end, are reflected, and return to the transducer,
they have been attenuated to the point that their contribution to the signal mea-
sured by the transducer is negligible. The end of the "infinite" coil is either sealed
or connected to a source of high-pressure inert gas such as nitrogen. The inert gas
helps cool the transducer while keeping the transmitting tube clear of contaminants
such as soot and unburned liquid fuel.

An example of the distortion which can occur if the coil is too short is illustrated
in figure 15. The two pressure autospectra shown were obtained simultaneously in a
can-type combustor using probes like the one in figure 14. The probes were identical
except for coil length. The series of peaks (at 11.25-Hz intervals) clearly visible
in the spectrum corresponding to the 50-ft (15-m) long coil are due to half-wave
resonance of the system, probe plus coil. In contrast, the half-wave resonances (at
3-Hz intervals) are barely discernible in the spectrum corresponding to the '150-ft
(46-m) long coil.

15
a0-ft (15-m1) coil

5 A=1125 Ilz

prcssure.

1 0

5 W (46.-11) coil

0 100 200 300 4W

Frequency, IN

Figure 15. Comparison of pressure autospectra obtained simultaneously
using two waveguide probes with different "infinite" cod lengths.
1 ps: = 6.89 kPa.

A second type of distortion occurs in probe systems as a result of the distance
from the open end of the probe to the transducer. Figure 16 shows the magnitude and
phase of the pressure transfer function for a typical probe system. The undulation
evident in the magnitude and visible in the phase is due to the alternating alignment
of pressure nodes and antinodes with the transducer as the frequency is increased.
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At certain frequencies, there is a pressure node at the transducer and a pressure
antinode at the open end of the probe. When this occurs, the pressure at the
open end has a diminished influence at the transducer, resulting in a reduction in
the magnitude of the transfer function. This produces a measurement error that
depends on frequency and the length of the probe. However, the form of the error is
completely predictable from elementary duct acoustic theory, and its magnitude is
usually negligible in typical gas turbine combustion noise applications. For example,
in the case illustrated in figure 16, which is representative of typical applications,
the maximum error due to this phenomenon is about 2 dB.

Phase,
deg

Magnitude,

waveguide probe with 60-ft (18-rn) coil.

A third and fourth type of measurement error associated with this type of probe
system are also apparent in figure 16. The most obvious of these is the phase error
due to the finite time required for a pressure wave to travel from the tip of the
probe to the transducer. Though large, this error is completely correctable if the gas
temperature distribution in the probe is known or can be reasonably well estimated.
The estimate can be fairly rough since the sound speed in the probe varies as the
square root of absolute temperature. The final type of error is that due to attenuation
of the wave as it travels from the probe tip to the transducer. This error can be
made negligible by using a sufficiently large probe inside diameter (1/4 in. (0.6 cm)
is typical) and a sufficiently short probe (8 to 18 in. (20 to 40 cm) is typical). Note
that this error increases with frequency, as the number of wavelengths traveled in
the tube increases. In the typical case illustrated in figure 16, the attenuation error
at 1000 Hz, which is near the upper limit of combustion noise, is on the order of
1 dB.

In summary, all the errors inherent in the probe-type dynamic pressure measure-
ment system are either negligible or correctable. Such systems have the advantage
that they can be calibrated at room temperature and then used at combustion tem-
peratures. Also, the transducers themselves are relatively inexpensive and easy to
use.
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Two-wire thermocouple probes, of the type developed in reference 33, have been
used to measure the dynamic component of temperature in the hot gas path of
gas turbines and combustion rigs. Such measurements are required, for example,
for the study of entropy noise. A typical two-wire probe is shown in figure 17
(ref. 34). It consists of two small thermocouple beads made of different size wires so
that their time constants are different. The junctions are sufficiently close together
to ensure that they are exposed to the same fluctuating temperature field. This
permits the time constants of the two thermocouples to be determined experimentally
by exploiting the fact that any difference between their response to a fluctuating
temperature must be due to the difference in time constants. Once the time constants
are known, the frequency-domain signal from either of the thermocouples can be
corrected using the relation,

T- Tg (6)1i= + io~r

where Tm is the measured temperature at frequency w, T is the actual gas
temperature at that frequency, r is the time constant, and i is the imaginary operator.
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Figure 17. Two-wire thermocouple probe. (From ref. 34.)

Data Interpretation

The usual starting point in combustion noise data interpretation is to convert
the time-domain pressure signal into a frequency-domain signal. This is most often
done using a fast Fourier transform (FFT) analyzer, which performs a quasi-real-
time Fourier analysis of the time-domain signal. Two assumptions are made in the
analysis. The first is that the time-domain signal is stationary (i.e., that its power
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spectrum is independent of when the signal is sampled) and periodic with a period
equal to the sampling interval. The second assumption requires that the sampling
interval be at least as long as the period of the lowest frequency component expected
to be present in the signal. Most FFT analyzers incorporate antialias filtering to
reject frequency components which are undersampled at the specified sampling rate.

The principal result of FFT analysis of a pressure signal is the pressure auto-
spectrum, which shows the distribution of pressure with frequency. Two examples
of pressure autospectra are given in figure 1in However, most FFT analyzers also
includ het possibility for extensive statistical intercomparison of two or more signals.
Of the statistical functions typically available on modern FFT analyzers, the most
useful for combustion noise studies are the cross-correlation, the cross-spectrum, the
transfer function, and the coherence.

The cross-correlation gives a direct measure of the time delay between incidences
of an event common to two signals. It is therefore useful for measuring the time
required for a pressure signal to propagate from one transducer to another. A typical
application would be to determine whether a disturbance is acoustic or nonacoustic.
If the signal travels between the two transducers at the mean sound speed, it is
acoustic, but if it travels at the mean convective velocity, it is nonacoustic.

The cross-spectrum between two signals is the Fourier transform of their cross-
correlation. As such, it contains the same information as the cross-correlation but in
a more convenient form. The cross-spectrum has a real part and an imaginary part
or, alternatively, it can be expressed as a magnitude and a phase. The magnitude at
a given frequency represents the degree to which two signals have common harmonic
content at that frequency, and the phase is the true phase angle between the two
signals at that frequency. The cross-spectrum is very useful for studying wave
propagation and for identifying the presence of standing waves.

The utility of the cross-correlation is greatly enhanced when it is used with the
coherence. The coherence is another measure of the commonality of two signals and
is usually expressed as a number between zero and unity. The higher the coherence
at a given frequency, the greater the probability either that one signal is causing the
other or that the two signals are caused by the same agent. At any frequency for
which the coherence is low, either the signals are relatively :ndependent of each other,
or the signal-to-noise ratio on one or both channels is low. A third possibility leading
to low coherence is a nonlinear relation between the two signals. In combustion noise
work, a coherence of about 0.1 may be considered high, depending on the length of
the data record available.

In a typical application, one channel is a dynamic pressure transducer in the
combustor and the other a microphone in the near or far field of the exhaust. Then if,
for example, at a given frequency the coherence between the two signals is high while
the cross-spectral density is low and the phase angle is consistent with acoustical
propagation, it can be deduced that an acoustic component present in the combustor
does not propagate well into the far field. The reasonable explanation would be that
the transfer function of the turbine is low at that frequency. This can be checked
directly and independently using the transfer function option usually available on an
FFT analyzer. The transfer function is the complex ratio of the Fourier components
at each frequency. The interested reader is referred to any of a number of excellent
books which treat FFT analysis in detail, for example, reference 35.
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Example Applications

It has already been mentioned that two-signal correlations were used in ref-
erence 18 to separate direct and indirect combustion noise. In an important
application of waveguide-type dynamic pressure probes and FFT-based statistical
treatment of the data (ref. 36), Karchmer obtained cross-spectra between pairs of
probes displaced an angle 0 around the circumference of a full-scale annular combus-
tor. The data, of which figure 18 is typical, were used to verify that the combustion
noise source region is a homogeneous collection of random, uncorrelated monopole
sources. The reconstructed characteristics are least-square fits to the data of an
acoustic wave model based on these assumptions. Their excellent agreement with
the measured characteristics is then taken as direct verification of the model. The
model, once verified and properly scaled by least-squares fitting to the cross-spectral
density magnitude and phase, can then be used to predict the individual indepen-
dent modes which together make up the pressure autospectrum in the combustor.
Figure 19 shows the measured pressure autospectrum and the contributions of the
individual modes, as predicted from the model. The important result here, other
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Figure 18. Measured and reconstructed cross-spectra between two waveguide
probes in an annular gas turbine comnbustor. (From ref. 86.)
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than confirmation of the combustion noise source model, is that individual features
of the combustion noise spectrum can be uniquely related to a single specific mode.
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Figure 19. Measured pressure autospectrum and predicted contributions of
individual modes in an annular gas turbine combustor. (From ref. 36.)

In another example application, Krejsa (ref. 5) has developed a three-signal
coherence technique for separating core noise from the other gas turbine noise sources
at a particular far-field location. Three simultaneous measurements are made, two
in the engine core and one at the far-field location of interest. The two probes in
the engine core are separated sufficiently in the streamwise direction to ensure that
any local pseudo-noise present is uncorrelated between the tw.o probes. (Pseudo-
noise results when a local component of unsteady flow, usually associated with
turbulence, stagnates on the active element of a pressure transducer. In this case the
resulting "pressure" fluctuation would not even occur if the pressure transducer was
not present.) The autospectrum of the core noise at the field point is then computed
as

a Pc(.)12 = GP,,iPF(w1)IIGPcPp(w) (7)
IGppxit(W)l

where IGp,,ip,(w)I is the magnitude of the cross-spectral density between the
pressure fluctuations at the core exit and at the field point, jGpp,,p(w) is the
magnitude of the cross-spectral density between the pressure fluctuations in the
combustor and at the field point, and IGppeit(w) is the cross-spectral density
between the pressure fluctuations in the combustor and at the core exit.

511



Mahan d Karrhmer

The results obtained using the technique may be compromised if an acoustic
mode present in the combustor does not propagate to the far field. This would be
the ce for example, if a higher order mode was present in an annular combustor
but cut off in the turbine and tail pipe- The technique assumes that this does not
occur, or at least that it occurs only to a negligible degree. The results actually
obtained tend to justify this assumption, in spite of the evidence already cited (see
fig. 6) that some high order modes present in the combustor do not reach the far
field. Evidently the error associated with this effect in practice is small.

-An application of the three-signal coherence technique is illustrated in figure 20.
Shown is the variation with engine speed of the total overall sound pressure level
measured in the far field, 1200 from the engine inlet, and the component of this total
due to core noise alone, as determined using the three-signal coherence technique.
Also shown is the predicted overall sound pressure due to jet noise (ref. 37). The
'excess noise" at low engine speeds, which earlier investigators had always attributed
to combustion noise, is clearly shown to be a mixture of core noise and fan noise in
this case. More importantly, the contribution of core noise to the overall sound
pressure level at engine speeds where it is effectively masked by jet noise is clearly
recovered here.
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Figure 20. Engine core noise as a function of engine speed measured directi
using the three-signal coherence technique. (From ref. 5.)

An important joint application of the waveguide pressure probe and the two-wire
thermocouple probe is described in reference 34. A pressure probe and a temperature
probe were located near each other in each of two planes of a can-type gas turbine
combustor. The upstream measurement plane was in the combustion zone and the
downstream plane was at the combustor exit. The respective time delays between
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the pressure signals and the temperature signals at the upstream and downstream
stations were obtained by cross-correlating pressure with pressure and temperature
with temperature. This resulted in two different downstream propagation velocities,
a sonic velocity associated with the pressure signal and a lower velocity associated
with the bulk downstream convection of temperature nonhomogeneities. Next, by
cross-correlating the temperature and pressure signals at the downstream station
it was determined that the temperature signal was coherent with the pressure
signal, but with a phase lag consistent with the difference in the two velocities
found previously. Figure 21 shows a typical cross-spectrum between pressure and
temperature at the combustor exit.
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Figure 21. Pressure-temperature cross-spectrum at the exit of a can-type
combustor. (From ref. 34.)

Although the existence of nonzero coherence and a linear phase relationship
between pressure and temperature is, by itself, certainly no proof of causality, the
results are consistent with a physical model in which a burst of turbulent combustion
produces a temperature nonhomogeneity while simultaneously producing noise, as
discussed previously in this chapter. The noise then propagates downstream at the
speed of sound and the turbulent eddy convects downstream at a lesser velocity but
with sufficient identity remaining when it reaches the downstream location that it
still at least partially correlates, with the appropriate time delay, with the pressure
signal measured there. This experiment is significant because it supports the relation,
assumed in most contemporary theories, between combustion noise and the creation
of temperature nonhomogeneities by turbulent combustion.
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Reciprocating-Engine Combustion Noise

Combustion noise in reciprocating engines is effectively masked by propeller noise.
There are two reasons why this is true, the first being that exhaust mufflers are quite
effective, and the second being that propellers are very noisy. Also, both sources
increase in strength at about the same rate with engine speed.

Figure 22 shows the sound pressure autospectra measured at three different loca-
tions on the fuselage of a reciprocating-engine, propeller-powered airplane (ref. 38).
Spectrum (a) was measured in front of the propeller plane, spectrum (b) in the pro-
peller plane, and spectrum (c) opposite the exhaust. Both propeller and exhaust
harmonics are clearly visible in all three spectra, with the propeller harmonics being
dominant in spectra (a) and (b) and the exhaust harmonics in spectrum (c). The
frequencies at which both types of harmonics occur are easily predictable, because
both are simply related to engine speed and to either the number of cylinders, or the
number of propeller blades. The point of figure 22 is that, except in the vicinity of
the exhaust itself, propeller noise dominates combustion noise.

The combustion noise source mechanism in a reciprocating engine is distinctly
different from that in a gas turbine engine. In fact, almost no direct combustion
noise radiates from a reciprocating engine. During the actual combustion process,
the pressure in the cylinder increases at constant volume. Although there are
deflagration waves which propagate through the mixture as it burns, the mass and
stiffness of the piston and cylinder walls confine the associated acoustic energy to
the combustion volume, where it is eventually absorbed. The power stroke begins
only after combustion is essentially complete, and the sound pressure associated with
the piston being rapidly displaced is absorbed in the crankcase, which is a massive,
stiff-walled, sealed enclosure. This absorption is aided by the fact that while some
pistons are moving into the crankcase, others are moving out.

The noise associated with the combustion activity is indirect, occurring when
the products of combustion are forced from each cylinder during the exhaust stroke.
The exhaust manifold consists of an elongated chamber which communicates with
the individual cylinders through exhaust valve ports in its walls. These valve ports
then act as monopole sources powered by the periodic bursts of hot exhaust products
from the cylinders. The number and distribution of these compact sources depend
on the number of cylinders and their physical arrangement. The cylinders, exhaust
manifold, muffler, and exhaust pipe together make up an acoustic circuit whose
response to this source activity depends on the acoustic behavior of the individual
components and the manner in which they are interconnected.

Combustion noise reduction in reciprocating engines then becomes a matter of
muffler design. While a detailed treatment of muffler design is beyond the scope of
this chapter, a few of the basic principles are worth mentioning. The fundamental
idea is to trap the dominant acoustic waves in a chamber where they can then be
dissipated by the resistive component of impedance. The resistance generally takes
the form of an array of small holes in a plate positioned in the silencer at a location or
locations where the normal component of the acoustic particle velocity is high. The
wave trap is usually an elongated chamber whose dimensions and end impedances
create a resonant volume at the fundamental source frequency and its harmonics.
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Figure 22. Sound pressure spectra showing propeller and exhaust noise on
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indicate data heavily contaminated by exhaust tones. (From ref. 88.)
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The chamber may be "folded" to pack the correct acoustic length into the available
physical space. The walls are generally multilayered, with the inner layer or layers
perforated and the outer layer solid.
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Introduction

The introduction of the century-series fighter aircraft in the 1950's, with their
ability to fly at supersonic speeds in level flight, brought into prominenGe the sonic
boom phenomenon. This phenomenon, which is now well understood from a physical
standpoint, was heretofore quite infrequent and was usually associated with aircraft
which had to dive in order to attain slightly supersonic speeds. Concerted efforts
in the 1960's, in conjunction with increased operations of high-performance military
aircraft, the proposed (and later canceled) U.S. supersonic transport (SST), and the
eventual entry of the British-French Concorde into commercial service, have provided
significant insight into the generation, propagation, and prediction of sonic booms
and their effects on people, animals, and structures (refs. 1 to 7). Even so, sonic
booms continue to be a community acceptance problem for aircraft operations at
supersonic speeds. In fact, commercial supersonic flight over land in the United
States is prohibited (ref. 8). The Concorde confines its supersonic operations to
overwater routes only.

Sonic boom studies continue to play a role in the formation of environmental
impact statements regarding the establishment of military operational training areas
and the Space Shuttle program. Recent research in long-range hypersonic vehicles,
such as the "Orient Express," recognizes that the sonic boom will loom large as a
serious threat to complete success.

This chapter is intended to provide a status of the knowledge of sonic booms,
with emphasis on their generation, propagation, and prediction. For completeness,
however, material relating to the potential for sonic boom alleviation and the
response to sonic booms is also included. The material is presented in the following
five sections: Nature of Sonic Booms, Review and Status of Theory, Measurements
and Predictions, Sonic Boom Minimization, and Responses to Sonic Booms.

Nature of Sonic Booms

This section begins with a description of the shock flow fields surrounding bodies
moving at supersonic speeds and the manner in which sonic booms are observed. A
description of the sonic boom carpets, both primary and secondary, is given for a
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typical aircraft operation. The role of the atmosphere in establishing and influencing
the primary and secondary booms is discussed:

Shock Flow Field

Any body which moves through the air at speeds exceeding the local speed of
sound has associated with it a system of shock waves, as shown in figure 1. A simple
body of revolution (i.e., a projectile) generally has two waves, one attached to the
front called the bow wave and the other emanating from the rear called the tail
wave (fig. l(a)). More complicated configurations, such as the small aircraft model
in figure l(b), produce whole systems of shock waves. At very large distances from
the body, the wave system tends to distort and steepen, ultimately coalescing into a
bow and a tail wave as in the case of the simple projectile.

Figure l(c) shows a schematic diagram representing the far-field wave patterns
typical of the projectile and wind-tunnel data. At the bow wave a compression occurs
in which the local pressure p rises to a value Ap above atmospheric pressure. Then a
slow expansion occurs until some value below atmospheric pressure is reached, after
which there is a sudden recompression at the tail wave. Generally, the bow and
tail shocks are of similar strengths and the pressure decreases linearly between the
two. This' nominal sonic boom signature is called an N-wave. It moves with the
aircraft and is associated with continuous supersonic flight, not just with "breaking
the sound barrier." One speaks of a sonic boom "carpet," whose width depends on
flight and atmospheric conditions, swept out under the full length of a supersonic
flight. Receivers within the carpet detect the sonic boom-that is, the N-wave-once
as the aircraft passes.

If these waves were sweeping by an observer on the ground, the ear's aural
response would be as shown schematically in the sketch at the bottom of figure l(c).
Since the ear detects changes in pressure only above a certain frequency, it would
respond to the steep part of the wave and not to the portion which is changing slowly.
If the time interval At between those two rapid compressions is small, as for a bullet,
the ear would not be able to distinguish between them and they would seem as one
explosive sound. If the time interval is on the order of 0.10 sec or greater, as is the
case for an aircraft at high altitude, the ear would probably detect two booms.

Some of the characteristics of the pressure signatures within the flow field
surrounding the XB-70 aircraft are shown in figure 2. These in-flight measurements
(ref. 9) were obtained by probing the flow field above and below the XB-70 with an
instrumented aircraft. The XB-70 was flying at M = 1.5 at 37000 ft above ground
level, and in-flight surveys were made at 2000 ft above and at 2000 and 5000 ft below
the aircraft. Also shown is the corresponding signature measured at ground level.

The measured signatures are shaded to highlight the individual pressure peaks.
These pressure peaks are associated with details of the aircraft geometry (wings,
inlets, canopy, empennage, and so on). It is shown that more complex signatures are
measured close to the aircraft and that the individual shock waves from the aircraft
tend to coalesce as distance from the aircraft increases, although in this case an ideal
N-wave has not yet evolved. It is also shown that the shock wave signature above
the aircraft differs markedly (in shape and amplitude) from that below the aircraft
at a comparable distance. This signature difference results from the difference in
the detailed geometry of the aircraft and the manner in which the volume and lift
components interact.
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Figure 1. Shock flow fields.
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Figure 2. Measured signatures above and below XB-70 aircraft.

Description of Sonic Boom Carpets

Figure 3 shows schematically the nature of the sonic boom carpets for a flight such

as that of the Concorde, during which the aircraft flies a large portion of the distance
supersonically and without maneuvers. Two ground exposure patterns in which

booms are observed are shown. The primary boom carpet contains the normally
observed sonic boom overpressures and results from wave propagation through only

that part of the atmosphere below the aircraft. Secondary boom carpets may exist

which involve the portion of the atmosphere above the aircraft as well as that below

the aircraft. Between the primary and secondary carpets exists a region in which no

sonic booms are observed. The secondary boom carpets are more remote from the

ground track and the overpressure levels are much less intense than in the primary
carpet.

The waveform characteristics of the boom signatures can vary widely at the

different observation points, as indicated in figure 3. In the region of the primary
boom carpet, on or near the ground track, N-wave signatures are typically observed.
For typical high-altitude cruise conditions, these are usually of the order of 1 to

3 lb/ft2 in intensity and from 0.10 to 0.30 sec in duration. At the fringes of the
primary boom carpet, near the lateral cutoff, the signatures degenerate into weak
sound waves and they lose their N-wave characteristics. In the region of the secondary
boom carpet, the disturbances tend to be very weak in intensity (of the order of 0.02
to 0.20 lb/ft ) but persist over longer periods of time (refs. 10 to 15).
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Figure S. Nature and extent of sonic boom ground exposure carpets and
waveforms associated with supersonic aircraft operations.

It should be noted that the higher overpressure N-wave sonic booms have caused
community acceptance problems. On the other hand, the lateral cutoff booms and
the secondary booms, which do not have an N-wave character and are lower in
intensity, tend to be more of a curiosity and are not apt to be the source of serious
community response problems. Near the lateral cutoff, primary booms usually
resemble low rumbles or rolling thunder. Secondary booms, however, are generally
not audible (0.1 to 1.0 Hz), but can cause building vibrations which are readily
observed.
ofAnother type of pressure signature, that of a focus boom (shown in the lower left
of fig. 3), can be observed when any aircraft accelerates from subsonic to supersonic
speeds. These "acceleration" focus booms are followed by regions on the ground in
which multiple booms are observed. The focus booms enhance the booms generated
in steady, level flight operations.

Sonic boom footprints from military operations, pairticularly air combat maneu-
vers, can be quite complex. They have the same essential features as shown in
figure 3, but can have a very short cruise component (because of the brief nature of
supersonic combat maneuvers) and can be distorted by turns.

Role of the Atmosphere

The manner in which the atmosphere above and below the aircraft is involved
in developing the primary and secondary boom carpets is shown in more detail in
the ray diagram of figure 4. On the right-hand side of figure 4 are examples of
temperature and wind profiles for a normal atmosphere. Of note is that there is
a portion of the higher atmosphere in which the temperature increases as altitude
increases, and the associated wave propagation speed thus increases compared with
that in the lower portions of the atmosphere. Similarly, the wind may participate in
such a way as to further increase the wave propagation speed in certain directions.

On the left-hand side of figure 4 is a ray diagram for an aircraft at an altitude
of 60000 ft, traveling toward the viewer. The downward-propagating rays, shown
by the solid lines, impact the ground to form the primary carpet, as indicated in
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Figure 4. Propagation paths of sonic boom disturbances from an aircraft and
associated 9round exposure carpets.

the figure. At some point-about 28 n.mi. in the example shown-the rays refract
away from the ground and thus define the lateral extent of the primary carpet. Also
indicated is a secondary carpet, at about 65 to 85 n.mi. from the flight track, in
which the dashed-line rays impact. These dashed-line rays arrive in two different
ways: they either travel directly to the secondary carpet as a result of bending in the
upper atmosphere, or they may first impinge in the primary carpet, reflect upward
from the surface, and then bend downward after traveling through a portion of the
upper atmosphere. The representation of the secondary carpet in this illustration
is probably oversimplified, because there is reason to believe that it could consist
of several well-defined impact arebs (refs. 12 and 13). Variations in atmospheric
wind and temperature profiles, however, could cause these impact areas to lose their
identities. Some of the steep-angle rays above the aircraft may travel in such a way
that they are dissipated without ever approaching the ground.

The atmosphere, particularly the first few thousand feet of the Earth's boundary
layer, plays another very significant role relative to the sonic boom signature
waveforms. Figure 5 presents examples of sonic boom waveforms that were measured
in the primary carpet for tbree different types of aircraft. The tracings of measured
waveforms for the F-104 aircraft are for a time duration of about 0.10 see. The
waveforms vary from the nominal N-wave shape previously described, varying from
a sharply peaked to a gently rounded shape. Similar tracings are shown for the B-58
and XB-70 aircraft. The B-58 signatures are roughly 0.20 sec in duration and the
XB-70 signatures are approximately 0.30 sec in duration. The main differences
between waves for a given aircraft occur at the time of the rapid compressions.
The largest overpressures are generally associated with the sharply peaked waves.
Such differences in the sonic boom waveform result primarily from the turbulence
and the thermal activities in the lower layer of the atmosphere (ref. 9).

Review and Status of Theory

In this section the theory is developed, beginning with the acoustic source and
including atmospheric effects and nonlinear steepening. Sonic boom computations
are sufficiently complex to necessitate computerization. A discussion of a number of
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Figure 5. Variation of measured sonic boom waveforms at ground level for
small, medium, and large aircraft in steady, level flfght.

these programs is presented. Maneuvering flight and the potential for sonic boom
focusing is addressed, along with the different types of focus conditions that may be
encountered. Finally, a discussion of the applicability of the theory to hypersonic
speeds is presented.

Sonic Boom Theory

A slender axisymmetric body in uniform supersonic flow, as shown in figure I(a),
generates a cylindrical acoustic wave field with overpressures Ap = p - PO given by

yM 2F(x - Pr) (1)
- r, r) =P (2#r)/ 2

where

p pressure

PO undisturbed ambient pressure

X axial coordinate (body fixed)

r radius

-Y ratio of specific heats
M Mach number

/3 Prandtl-Glauert factor, VXTWT
!. and

1 anfFX A"() d 
(2)

21r fox (x - )1/2
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where A is the cros-sectional area of the body as measured by cutting planes aligned
with the Mach angle and f is a dummy variable of integration. The quantity F(z)
was introduced by Whitham (red 16) and is generally referred to as the Whitham
F-function. The F-function has an implicit dependence on Mach number because of
A being defined on Mach tangent cutting planes, so that, in prince Mach number
dependence is not limited to the explicit factors in equation (2). In practice, the Mach
number dependence of equation (2) is relatively weak, so an F-function computed at
one Mach number can be considered to be "the F-function over a reasonable range
of conditions.

Equations (1 and (2) are derived from linearized supersonic flow and area-rnile
theory for axisymmetric bodies. They can be shown to be valid for nonaxisymmetric
vehicles if the actual area A(z) is replaced with an equivalent area which is a function
of azimuthal angle about an axis -through the body in the flight direction. The
equivalent area consists of two components: the actual area as cut by a plane tangent
to the Mach cone at the azimuth plus an effective area directly proportional to the
axial distribution of lift in that direction. This formulation follows from the linearized
supersonic flow and area-rule results of Hayes (refs 17 and 18) and Lomax (ref. 19)
and was applied by Wakden (ref. 20) to Whitham's basic sonic boom analysis (ref. 21,
discussed below), leading to the analysis of sonic booms in terms of volume and lift
components. When generalized to asymmetric bodies, the locally asymmetric version
of equation (1) is valid at distances which are large compared with body dimensions
(i.e., r > x - fir). A very good presentation of the equivalent area formulation is
given in reference 22, which also contains a more detailed presentation of sonic boom
theory than the current synopsis.

The complete role of the aircraft configuration in sonic boom generation is
embodied in the F-function. Analysis of minimization concepts generally centers
on calculating F-functions for various configurations. At hypersonic speeds, for
which linearized flow theory is not accurate, the problem is that of obtaining the
F-function by means other than equation (2); equation (1) is always valid beyond
some radius r at which Ap/po is sufficiently small. These two topics are discussed
in detail subsequently. For now, it suffices to note that the aircraft source is defined
by the F-function.

Pressure signatures at large distances do not retain the fixed shape of equa-
tions (1) and (2); explosions and supersonic artillery projectiles were long known to
generate far-field shock wave signatures. Landau (ref. 23) showed that weak nonlinear
effects (second order in overpressure) cause the far-field signature of a projectile to
have a dual-shock N-wave shape, The mechanism is that air in the positive-pressureI pulse has an elevated temperature and a forward velocity, so that local propagation
speed is faster than ambient sound speed and the wave steepens, eventually form-
ing a shock. Landau obtained the result that shock strength in the axisymmetric
case follows an r-3/4 law rather than the r-112 law of equation (1). DuMond et al.
(ref. 24) performed a F-ries of measurements on small-caliber projectiles, clearly
demonstrating the N-wave and the r-3/4 law.

The theory supporting this mechanism was set forth in a consistent manner by
Whitham (refs. 16 and 21) who showed that second-order nonlinear steepening could
be viewed as a uniform first-order solution: the linear solution (eq. (1)) provides the
correct amplitude to the first order, but the location (x-Iir, representing propagation
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at the ambient sound speed) is correct only to the zeroth order Correcting
propagation speed to the first order (based on the linear solution) provides the
required second-order solution.

In the form used by Whitham (ref. 21), the acoustic overpressure may be written

p- _ FO) (3)

where

T t -(s/co)
t time

s distance along a ray

S ray-tube area

CO undisturbed ambient sound speed

where a ray-fixed coordinate system has been adopted. Figure 6 shows the relation
between a wave-fixed viewpoint, as shown in figures 1 and 2, and a ray-fixed
viewpoint, as sketched in figure 4. The wave front exists at a given time, whereas the
rays represent the path that the boom will take after being generated at some time.
The ray-tube area term 1/i45 is a generalization of the cylindrical wave quantity
yrM2/(2,6r) 1/ 2 in equation (1). For plane waves S is a constant, and for spherical

waves it is proportional to r2 or A In a general nonuniform atmosphere, an acoustic
impedance factor is present and S is the geometrical acoustic ray-tube area (to be
discussed subsequently).

Mach cone Ray cone
(exists at time t) (generated

at time t)

SHyperbolic -

j "~-. grund'
intercepts

Ground plane

Figure 6. Mach and ray cones in supersonic flight.

Whitham's rule calls for replacing cO in r by c + u, the perturbed sound speed c
plus the velocity perturbation u. The normalized perturbations (c - co)/co and u/CO
are both proportional to (p-po)po. For an isentropic acoustic wave, the propagation
speed is

C+u=CO (1+2---P1)7 (4)
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The parameter r represents a point on the acoustic wave, and t is its arrival time
at location s. The arrival time may be obtained by integrating the reciprocal of
equation (4). To the first order in Ap/pO, this arrival time is

t = + 1F(r) (5)

co 2,yo 16~ (5

Equation (5) has been written in terms of t, rather than 7-, to present an explicit
relationship.

The physical interpretation of equations (3) and (5) is illustrated in figure 7. A
signature near the aircraft (fig. 7(a)) undergoes an amplitude change because of the
ray-tube area factor (fig. 7(b)) and undergoes a steepening distortion (fig. 7(c)) as
given by equation (5). One point in the signature is highlighted in the figure and
traced through this process. Note that the advance of each signature point (the last
term of eq. (5)) is proportional to its F-function value and a quadrature which is
independent of F. The quadrature term is part of the ray geometry solution and,
in various normalized forms, has been denoted as the age parameter (ref. 25) or the
advance factor (ref. 26).

Parts of the aged signature constructed in figure 7 are triple valued. This is
physically impossible. At some earlier time the aging process would have caused the
signature slope to be vertical, at which point there would be a discontinuous pressure
jump. Propagation of this jump must be handled as a shock wave rather than as
an isentropic wave. Linearizing the Rankine-Hugoniot relations gives the following
speed u3 for a weak shock of strength Ap:

Us = co (1+ '7 LP) (6)

This is slower than the isentropic wave speed behind it, so that the original signature
is absorbed into the shock. The shock is sketched in figure 7(c). In general, the
linearized shock speed is equal to the average of the isentropic wave speeds ahead
of and behind the shock. This leads to the "area balancing" rule for fitting shocks:
construct the steepened isentropic signature, then eliminate triple-valued areas by
fitting shocks such that total area is conserved. In figure 7(c), the shaded areas
ahead of and behind the shock are equal.

Figure 7(c) is similar to sketches by Landau (ref. 23) and Whitham (ref. 21)
showing the evolution of an N-wave signature. Key quantities for an N-wave are the
shock overpressure and the total duration. Concentrating on the forward, positive-
overpressure portion of the N-wave, they matched equations (3), (5), and (6) to
obtain a closed-form solution.

Whitham's final result for the far-field bow shock overpressure is
P0 / °  1/2/+ f 1s / 2

APshock -- t [2 F(,) d-,] (2-+-' Jo --' (7)

where ro is the value of r corresponding to the end of the positive phase of the
F-function. For a uniform atmosphere, where S x r c< s, equation (7) reduces to an
r- 3 /4 law. A similar result for the duration of an N-wave follows an r 1/4 law.
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(b) Far-field acoustic amplitude change (F-functton shape).

(c) Far-field steepened (aged) signature.

Figure 7. Evolution and steepening of sonic boom signature.
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Equation (7) is very simple; it contains terms related to the ray-tube area
dependence of the acoustic overpressure, with the aircraft geometry embodied in
a simple integral of the F-function. This suggests that a far-field sonic boom is
not particularly sensitive to fine details of the aircraft, and flight test results indeed
show that N-waves for various conventionally shaped aircraft of similar size and
weight are virtually the same. In this N-wave regime, the effect of size is that boom
overpressures decrease as a function of the aircraft length to the one-fourth power.
Lift-induced boom varies as the square root of aircraft weight, and the boom is
relatively insensitive to Mach number.

Early calculations of sonic booms exploited this behavior. One expression used
for volume-induced sonic boom was (ref. 27)

Ap = KrKs 3VP(M2 - 1)1/8L rD (8)

where

Kr ground reflection coefficient (usually 2)

Ks aircraft shape constant, typically 0.4 to 0.8

D equivalent aircraft diameter

I aircraft length

P,, P ambient pressure at the vehicle and the ground

Based on the Walkden theory (ref. 20), similar formulas were developed for lift-
induced sonic boom.

The V/TPj factor in equation (8) is a partial adjustment for the fact that the
atmosphere is not uniform. A complete adjustment for the atmosphere utilizes the
theory of geometrical acoustics. This theory accounts for curvature of shock waves
and rays (as in figs. 2 and 4 and compared with the straight lines of fig. 6) and the
variation in sound speed and air density. A full derivation of geometrical acoustics
was presented by Blokhintzev (ref. 28). Two other noteworthy derivations are those
in references 29 and 30. Geometrical acoustics applies for waves which are short
compared with atmospheric gradients. Ray shapes depend on sound speed and wind
gradients and are computed by methods directly analogous to those of geometrical
optics. Figure 8 shows typical ray curvatures for a sonic boom under standard
atmospheric conditions. Figure 8(a) shows rays under the flight track. At a given
time there are rays directed at various azimuthal angles 0, as shown in figure 8(b).
A ray-tube area, as sketched in figure 8(a), is computed to account for the effect of

curvature on amplitude. The effect of the ray calculation and the variation in air
density and sound speed is that the quantity S in the acoustic solution (eq. (3)) is
replaced with a quantity B given by

B Pvcv S (9)

where S is the ray-tube area, poco is the local acoustic impedance of air, and pvcV is
the impedance at the vehicle. The quantity B is slightly more complex than this if
there are winds.
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Figure 8. Curvature of sonic boom rays in atmosphere.

The ray calculation depends only on flight parameters and the atmosphere.
Figure 9 shows a typical definition of four rays which outline a rectangular ray
tube. Each ray lies on a ray cone. The effect of maneuvers is automatically included
by use of the local flight velocity and the Mach angle at each time point. Once the
ray calculation is completed, the rest of the boom calculation proceeds exactly as
outlined earlier, except for the use of B instead of S throughout.

A final step in boom calculation is that, for a receiver on the ground, the perceived
boom is enhanced by reflection from the ground. This reflection generally is a factor
of 2. It can be less for soft ground, and it can be higher if there are multiple reflectors
such as the corner between the ground and a wall.
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Figure 9. Ray tube outlined by four corner rays At and AO apart.

Computation of Sonic Booms
The theory outlined above is presented as a collection of components. The

acoustic source signature is given by equations (2) and (3), with atmospheric effects
included via equation (9). Nonlinear steepening is calculated by equation (5) and
applied as shown in figure 7. Except for equation (8), which is very simplified, no
formulas are presented by which the reader can compute sonic boom. The process
is sufficiently complex that a computerized implementation is generally required.
Figure 10 shows the computational flow of such a program. A number of computer
programs have been written (refs. 25 and 31 to 34, for example). They all perform
the same basic calculations, but each has particular capabilities and features added
for specific applications. Reference 35 contains a review of the various program
capabilities. All these programs were originally developed for mainframe computers.
However, because of the current interest in sonic booms, it is expected that personal
computer versions will be available soon.

A very useful calculation procedure for steady-flight booms is the simplified
model developed by Carlson (ref. 36). He noted that the computerized geometrical
acoustics calculations could be performed once for a range of flight parameters and
implemented as an extension of formulas such as equation (8). His formulas for an
N-wave are

Apmax = KpKr v/ (M2 - 1)1/8h e 4 3f4K5  (lOa)

3.42 M .1/413/4K

At = Kt - h M1bcv (M 2 
- 1)3/8 , (o
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where

Apmax shock strength

At N-wave duration

he effective altitude

aircraft length

Kp pressure amplification factor

Kr ground reflection factor (nominally 2.0)

Ks aircraft shape factor

Kt signature duration factor

Charts of Kp and Kt are presented in reference 36 for various flight altitudes and
Mach numbers. A procedure is also presented for computing K, based on aircraft
type. The K, procedure can be used to estimate an N-wave F-function for input to
a full sonic boom model with which maneuver effects can be calculated. For steady,
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level flight in the standard atmosphere under conditions where N-wave sonic booms
occur, Carlson's method is generally within 5 percent of computer calculations.

Maneuvers and Focusing

Under certain conditions, converging ray patterns can exist which produce
focused "superbooms." Studies of cylindrical implosions and intuitive concepts of
lens-like focusing give expectations of very high amplitudes. In practice, those sonic
boom foci which do occur tend to be low-order typeswith moderate amplifications
typically no more than two to five times the carpet boom shock strength.

Figure 11 illustrates a focus condition for acceleration. As the Mach number
increases, the Mach angle decreases and rays converge to a focus at some distance
from the aircraft. Only infinitesimally separated rays cross at a given point; the focus
tends to move farther from the aircraft as M increases. The focus is thus smeared
out over a line generally referred to as a caustic. There are three orders of focus
to consider: a simple focus corresponding to a smooth caustic (as shown in fig. 11),
a superfocus corresponding to a cusp between two smooth caustics, and a perfect
lens-like focus (ref. 32). When a sonic boom focus occurs, it is predominately or
completely a simple focus. Superfoci can occur for transient maneuvers such as turn
entry and mark the initial point of the associated simple focus. Perfect foci do not
occur for any credible supersonic maneuver.

Flight track

Mach angle p decreases
as M increases

Rays

Caustic
(focal line)

Figure 11. Sonic boom focusing due to acceleration.

534



Sonic Boom

In three dimensions, a caustic is a two-dimensional surface. A focal zone at the
ground is a line repfesenting the ground-caustic intersection. In three dimensions, a
superfocus cusp is a line, with the superfocal zone at the ground being a point.

Figure 12 illustrates two other basic'focusing maneuvers, that at sonic cutoff and
that in the plane of a steady, level turn. The ray and caustic topology of these
two cases and of the acceleration case of figure 11 are similar. Close to the caustic,
the wave behavior depends on the relative geometry of the~rays and caustics, and
the three cases are mathematically interchangeable. Because the caustic represents
a boundary to the wave field, the focus amplitude is limited by diffraction effects.
This is a solved problem for the linear acoustic case. The linear solution is singular.
The equations describing nonlinear behavior at a caustic were written by Guiraud
(ref. 37), who derived a similitude and corresponding scaling law. Guiraud's scaling
law leads to the following simple form for'the maximum shock pressure at a simple
focus: P s 0 [ 1rf 11/5 (1

Pref L(y + 1)prefRJ
where pef is the incoming N-wave boom pressure at a normal distance yrf from the
caustic, R is the relative curvature between the rays and the caustic, and C is a
constant. If a focused signature is available for one smooth caustic case, Guiraud's
similitude can be used to adapt it to any other simple focus. The similitude also
defines the size of the focal zone, within which standard boom theory is invalid.
Focal zones are very narrow, with amplification significantly above the boom carpet
typically within a region less than 300 ft from the focal line. Although standard
boom theory can detect a focus (by virtue of ray-tube area vanishing), calculation
of the focus requires that the caustic be traced and its curvature determined.

Numerical focus solutions for a single shock wave have been obtained by Gill
and Seebass (ref. 38) and Gill (ref. 39) and more recently in reference 40. The
Gill-Seebass solution and the scaling law have been incorporated into one of the
sonic boom computer programs described previously (refs. 32 and 35). Figure 13
shows a typical focus solution for an incoming N-wave. The shocks are amplified
more than the rest of the signature (typical of diffraction, which tends to wash out
low frequencies more than high), so that focused signatures typically have U-shaped
waves. Focus factors, based on shock amplifications, range from 2 to 5, both from
calculations (ref. 41) and from flight tests (refs. 42 and 43). Calculations from this
theory and flight test data are in good agreement (ref. 44).

Cusped caustic focal zones, sometimes termed "superfoci" or "super-
superbooms," have been observed in flight tests (ref. 43), with shock focus factors
of almost 10 at a point. Such a superfocus is limited to a region a few hundred feet
in size. Theory has been formulated for cusped superfoci (refs. 45 and 46), but no
results comparable to those of references 38-40 are yet available.

Hypersonic Speeds

Most parts of sonic boom theory work well at all Mach numbers, but calculation
of the F-function from slender-body theory (i.e., eq. (2)) fails at high Mach numbers
(above about Mach 3 for slender transport-type aircraft) or for blunt bodies. At
hypeisonic speeds, some other theory is required. Three approaches have been
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Figure 12. Focusing due to sonic cutoff and tn-plane steady turn.

utilized: hypersonic finite-difference calculations for the near-field flow, wind-tunnel
measurements to obtain purely empirical F-functions, and theoretical analyses based
on tractable simplified conditions.

Wind-tunnel measurements of launch and reentry vehicles (refs. 47 and 48) have
clearly demonstrated the ability to measure F-functions at hypersonic speeds and
for blunt bodies. Subsequent use of these F-functions as inputs to boom calculations
has been very successful. An associated task of this type of study was the calculation
of selected points via a finite-difference computer code. In references 48 and 49, a
1970's vintage code was utilized, with very good agreement with wind-tunnel data.
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Figure 13. Focused and unfocused boom signatures.

With continued improvements in computational fluid dy, ..Aics and ever-lowering
computer costs, it should be practical to use Euler codes to compute complete
F-functions for hypersonic speeds. No such application has yet been made, but
it is an expected development for current hypersonic projects.

One theory for hypersonic booms is available, that developed in reference 50.
It is based on a concept by Seebass (ref. 51) that even slender hypersonic vehicles
effectively have blunt noses (both physically, because of heating considerations, and
aerodynamically, because of the entropy layer), and the resultant drag dominates
the sonic boom. The model of such a vehicle is a spherical nose on a very slender,
infinite afterbody, very much like the physical model used for the hypersonic-boom
wind-tunnel study of reference 49. The far-field wave pattern of such a body can
be computed by means of a blast wave analogy. Reference 50 contains a careful
analysis of this configuration, identifying the significant terms ih the hypersonic flow
equations, writing the appropriate similitude-scaling laws, and matching near-field
flow (where entropy layer effects are important) with the far field (where entropy
layer effects can be argued to be negligible). Quantitative results for the far field were
presented, with constants incorporated from a numerical solution to the equivalent
blast wave. The analogy is valid for the positive-pressure phase of the far-field
N-wave Ap (the positive impulse I) and also provides an estimate of the location
of the trailing shock. The final far-field sonic boom results were combined with
geometrical acoustics atmospheric corrections for an isothermal model atmosphere.
Figure 14 shows the final prediction; this figure is based on reference 52, which
contains a synopsis of reference 50. The only vehicle parameter is drag, as might
be expected from the nature of the theory. In reference 50, agreement with reentry
data for the blunt-body spacecraft is reasonably good.
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The reference 50 theory predicts hypersonic transport (HST) sonic boom levels
which are apparently lower than those established for supersonic transports. Shown
for comparison in figure 14 are Ap and I for a nominal 400 00-lb SST at M = 2.7.
The SST boom is significantly greater than the HST boom. This type of comparison
has led to speculation that hypersonic transports may have a sonic boom advantage.
However, there are two points to consider. First, the theory is effectively a volume-
only model and does not account for vehicle lift. Almost 40 percent of the example
SST boom is due to lift. An extension of the theor- to account for lift-induced boom,
analogous to Walkden's theory at supersonic speeds, would be very useful but has
not yet been attempted. Second, the drag-dominated theory implicitly assumes a
short body. This assumption results in durations considerably shorter than those
calculated for the SST, with a correspondingly lower impulse.
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F:gure 14. Overpressure and Impulse as function of altitude for dra9-
dominated hypersonic vehicle. Conventional SST shown for comparison.
(Based on ref. 52.)

Measurements and Predictions

This section deals with the primary boom carpets for both steady, level flights
and for aircraft in maneuvers. For steady, level flight, both on-track and lateral
measurements and comparisons with predictions are presented. Variability in the
sonic boom measurements as a result of the atmosphere is presented and changes in
waveform and probability distributions of measured-to-predicted boom levels are
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shown. Focus booms associated with various types of operations, their ground
patterns, and the pressure buildups are described. Finally, :ecent experience with
secondary boom carpets is discussed, including the signature characteristics and
amplitudes of the booms.

Primary Boom Carpets for Steady,
Level Flight

On-Track Measurements

A considerable number of studies have been conducted which were aimed at
defining the peak amplitudes (overpressures) of the signatures for primary boom
carpets for a wide range of vehicles and flight conditions. A summary of these results
is shown in figure 15. Predicted and measured on-track sonic boom overpressures
are plotted as a function of altitude for several aircraft of various sizes and weights
(including Concorde) along with measured data for the launch and reentry phases
of the Apollo 15, 16, and 17 spacecraft (ref. 53), and the Space Shuttle ascent and
reentry flights (ref. 54). Measured and predicted values of overpressure correlate
well for the aircraft cases. The sonic boom levels in general increase with increasing
aircraft size and decrease with increasing altitude. The theory is valid for direct
booms of conventional aircraft.

AP 0 Aircraft data

.- 0 Ascent launch vehicles
a Apollo capsule reentry
A Shuttle orbiter reentry

Prediction
6-

Sunic boom 4 XB-70 Concorde
overpressure, , Shuttle orbiter /// Ascent launch vehicle
Ap, lb/ft 2  SR-71 A A o

.- j40 A capsule

0 20 4 60 80 100 120 140 160 180 200 220 240 260 600 X 103

Altitude, ft

Figure 15. Measured and predicted on-track sonic boom overpressures in
primary carpet area for several aircraft and spacecraft.

For measurements made during the reentry of spacecraft, the measured data are
consistent with data obtained for aircraft in that they appear to be comparable in
magnitude to extrapolated levels for fighter or medium bomber aircraft and they
display a similar decrease with increased altitude.

In general, the measured overpressures for the launch and ascent portion of
spacecraft flights indicate the same trend of decreasing pressure with increasing
altitude. However, the magnitudes of the overpressure values are much greater than
those of the reentry case. Since the launch vehicle is considerably larger than the
reentry vehicle, higher boom levels can be expected. However, the largest portion
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of the increased overpressure from launch vehicles results from the 'effective bodf

produced by the rocket exhaust plume. Note that disturbances from the ascent
phase, with engines thrusting, were measured at ground level for the v cle operating
at altitudes up to about 600000 ft (ref. 55). Simplified methods for prediction of
spacecraft sonic booms are discussed in references 36 and 48.

Lateral Spread Measurements

Considerable attention has also been given to defining the lateral extent of the
primary boom carpet for steady flights of aircraft at various Mach numbers and a
altitudes. The calculated and measured primary carpet data for 13 flights of the
XB-70 at A : 2.0 arid an altitude of 60000 ft are shown in figure 16. These data
are also typical of other aircraft and operating conditions. At the top of the figure an
approaching supersonic aircraft is schematically shown, along with the downward-
propagating rays. The extent of the primary carpet is the point at which the ray
refracts away from the ground (the cutoff distance). This lateral cutoff point is
independent of aircraft type and is only a function of the aircraft altitude, the Mach
number, and the characteristics of the atmosphere below the aircraft.

I- Primary -4
carpet width, d

Signature shape
4 C alculated h o~

Ap, cutoff /
lb/ft

2 
2-

0__ 1. 0.1 se
353025 2015 10 5 0 5 10 152 253035

Lateral distance from ground track, n rot

I- d - -

Figure 16. Sonic boom overpressures for XB-70 aircraft at an altitude of
60000 ft as function of lateral distance. Afl 2.0.

Comparisons of the calculated and measured latetal extent of the sonic boom
patterns as a function of aircraft altitude and Mach number for steady flight in a
standard atmosphere are given in figure 17. Tihe data points represent averages
of a number of mtasurements involving various aircraft. The widths of the sonic
boom carpets on the ground increase with increasing altitude and Mach number.
For example, at an altitude of 20000 ft and Al = 1.5, tlte total width of the pattern
is 20 n.mi. At 60000 ft and M = 2.0, the pattern width is about 60 n.mi. However,
as is illustrated by the two sketches at the top of the figure, supersonic flights at
low altitudes result in narrow carpets having higher overpressures, whereas at higher
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Figure 17. lVidth of area of audible sonic boom pattern on ground.

altitudes the carpet widths are much broader but with lower ground overpressures.
Good agreement exists between neasured and calculated values. The hypersonic
aircraft will operate at altitudes and Mach numbers beyond the current experience.
However, there is no reason to believe that theory would not provide reasonable
estimates of the carpet width for this anticipated flight regime.

Variability Due to Atmosphere

The boom signatures associated with the on-track and lateral measurements were
measured under fairly stable atmospheric conditions. It has been noted previously
that atmospheric variations, particularly those in the first few thousand feet above
the Earth surface, can be very influential in bringing about distortions of the sonic
boom signature (see fig. 5), changing it from the normally expected N-wave to a
"peaked" or "rounded-type" signature (ref. 56). Higher overpressures result when
the signatures are peaked, whereas lower pressures are associated with rounded
signatures. This peaking and rounding of the boom signatures is statistical in nature
and occurs as a function of either time or distance.

A summary of the variations of the on-track overpressures resulting from the
atmosphere for steady, level flight is given in figure 18. This statistical analysis
comprises most of the planned sonic boom experiments that have been conducted in
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the United States. Data are included for a wide range of aircraft, a Mach number
range of 1.2 to 3.0, and an altitude range of about 10000 to 80000 ft. A total of
12406 data samples have resulted from 1625 supersonic flights.

No, Data

Aircraft flights samples
.9999. 0 -70 43 655

00 SR-71 22 704
.999 F-101 549 549

F-104 789 50W3
.99- &-8 2__ 5435

0 1625 12406

Probability .5-r .08-

Relative 06

.10 * probability 0ik01.02

0 0 1 2 3 4.0011 _LI a AP PCAlC

.001 . ,I Po

2 5 2 5
Ap f./Ap.i

Figure 18. Statistical variation of sonic boom waveforms and overpressures
resulting from atmosphere for steady, level supersonic flight.

Plotted on figure 18 is a relative cumulative frequency distribution and histogram
for on-track measurements showing the probability of equaling or exceeding the
ratio of the measured overpressure to the calculated or nominal overpressure for
steady flight in standard atmosphere. For this type of presentation, all the data
would fall in a straight line if the logarithm of the data fit a normal distribution.
Rounded signatures of the waveform sketched in the figure are usually associated
with overpressure ratios less than 1. Nominal or N-wave signatures are observed on
the average, and peaked signatures of higher overpressures are observed usually at
ratios greater than 1. The data of figure 18 indicate that variation in the sonic boom
signatures as a result of the effects of the atmosphere can be expected during routine
operations.

Primary Boom Carpets for Maneuvers

Any rapid deviation of a vehicle from steady, level flight conditions can produce
considerable modifications in the location, number, and intensity of the ground shock
wave patterns. This maneuvering phenomenon is illustrated in figure 19, which shows
the shock wave ground-intersection patterns for two flight conditions of an aircraft
(ref. 57). For simplicity, only the bow shock wave is shown.

At the left in figure 19 the lateral spread pattern on the ground for an aircraft in
steady, level flight is shown. The ray paths on the ground, represented by the angled
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lines, are generally parallel to each other, and the shock wave ground-intersection
patterns, as represented by the heavy lines, are essentially hyperbolic in shape. The
pattern to the right is for an aircraft experiencing a lateral acceleration. The ray
paths are no longer parallel; in fact, in some regions they tend to converge and in
others to diverge. Likewise, the shock wave ground-intersection pattern is no longer
hyperbolic and contains some irregularities, including a shock fold in which multiple
booms would be observed and a cusp formation in which the pressures are higher
than for steady flight conditions. Such pressure buildups correspond to focused
superbooms discussed previously.

+ Q.--.

Steady flight Accelerated flight

Figure 19. Shock wave ground-intersection patterns for aircraft in steady and
accelerated flight at constant altitude. (From ref. 57.)

Sonic boom enhancement can result from a variety of aircraft maneuvers. Fig-
ure 20 illustrates three types of maneuvers which could result in pressure buildups
at ground level: a longitudinal acceleration, a 90' turn, and a pushover maneuver.
In each maneuver, pressure buildups occur in the localized regions suggested by the
shaded areas in the sketches. It is very important to remember that although the
aircraft and shock waves are moving, these localized areas on the ground in which
pressure buildups occur are fixed and do not move with the aircraft. The local-
ized regions, incidentally, are on the order of 1000 ft or less in width. The pressure
buildups in these focus areas are a function of the type of maneuver and the acceler-
ation involved and are noted in the Review and Status of Theoiry section to be 2 to
5 times the boom carpet values. As noted previously, pressure buildups will always
result for the longitudinal maneuver when the aircraft accelerates from subsonic to
supersonic speeds. The pressure buildup areas associated with turns and pushover
maneuvers can be minimized or avoided by reducing acceleration (or decelerating)
or by simply avoiding the maneuver.

In scheduled commercial operations, longitudinal acceleration from subsonic to
supersonic speeds is the only maneuver of significance from a ground exposure point
of view. Experience has demonstrated that the focus boom regiun associated with
this acceleration can be placed to within about 2 miles of the designated area.

It is important to note that any randomness of the atmosphere, which brings
about waveform distortions discussed in connection with figure 18, may decrease the
focus factor value and, for certain situations, may eliminate the focus altogether.
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Figure 20. Areas on ground exposed to superbooms resulting from three maneuvers.

Secondary Boom Carpets

Secondary sonic booms, or so-called "over-the-top" boom disturbances (refs. 10
to 15), are quite distinct from primary booms, not only in the manner in which they
are propagated from the aircraft to the ground but also in the way their signatures
are shaped. The characteristics of these secondary sonic booms are illustrated in
figure 21. An overall pressure time history (ref. 15) from the Concorde for a secondary
boom is shown in figure 21(a). Note the signal is complex in that a number of
disturbances are observed at this particular measurement location over a period of
1.5 minutes with a maximum peak-to-peak pressure of about 0.2 psf. Three sections
of the overall pressure signature at A, B, and C are presented with expanded time
scales in figures 21(b) to 21(d) to provide an indication of the frequency of these
signals. Note that the fundamental frequency is about 1.5 to 2.0 Hz. For secondary
boom signatures, the pressure changes very slowly and is in the subaudible frequency
range. This, combined with the very low amplitudes, makes it difficult for the ear to
sense this sound. These secondary booms are heard, however, and descriptions vary
from the rumbling of far-off thunder to startling. Indoors, of course, such a pressure
signature can be more noticeable since it vibrates the structure and causes rattling
and motions.

Secondary booms have existed since the beginning of supersonic flight capabilities.
Each of the major sonic boom flight programs sent secondary booms propagating
through the upper atmosphere. These secondary booms went essentially unnoticed
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Figure 21. Characteristics of secondaryJ sonic booms.
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until the 1977 to 1978 time period, when the Naval Research Laboratory investigated
the east coast acoustic disturbances (ref. 58), which were initially reported to be
strange and mysterious in origin. The Concorde had entered into commercial service
in mid-1976, of course, and scientific use was being made of its secondary boom,
which was a consistent and known source, for determining the characteristics of
the upper atmosphere (refs. 12 and 13). Concorde secondary booms thus became
more evident and complaints to this effect were received. However, in every
case of Concorde-generated secondary sonic booms, rerouting of the flight tracks
and changes in operating conditions, depending upon atmospheric and seasonal
variations, eliminated the problem.

The secondary sonic boom carpet and the disturbances experienced within it are
not as well defined as for the primary sonic boom, and only fragmentary observations
and measurements are available. These disturbances are known to involve both
the upper and lower levels of the atmosphere during propagation, to have very low
overpressure values, and to have a very low frequency content. Propagation distances
greater than 100 miles are common and relatively large ground areas are exposed,
but the significance from a community response standpoint is not well-defined.

Sonic Boom Minimization

This section addresses sonic boom minimization through aircraft design and
aircraft operation. Minimization through design involves modification of the aircraft
size, weight, and shape in order to reduce the overpressure or to alter the waveform.
Minimization through aircraft operation relates to flying the aircraft at a Mach
number and altitude combination so that a boom does not reach the ground. The
atmosphere plays a significant role in this process. Mention is made of sonic booms
from aircraft at transonic Mach numbers (0.89 :5 M < 1.00) and relatively low
altitudes, and the associated waveform and boom levels are discussed.

Design

Sonic boom effects are minimized through increased distance between the aircraft
and the ground. Minimizing sonic booms through aircraft design modifications has
also been investigated and lower bounds have been established (refs. 52 and 59 to
62). Some of the approaches that have been considered are illustrated in figure 22.
Sonic boom minimization can be achieved through a reduction in the overpressure
or an increase in the signature rise time, each of these parameters being significant
with regard to human response (refs. 63 and 64) and to structural response (ref. 65).
Altering the overpressure and the rise time also results in changes in impulse. As
illustrated in the lower sketches of the figure, reduced overpressures can be obtained
by reducing the size of the aircraft (that is, lower aircraft weight and volume) or by
proper shaping of the aircraft geometry to provide a modified (i.e., flattop) signature.
The minimum impulse signature is generally that of an N-wave. The minimum
overpressure is that of the flattop and flat-bottom N-wave. These two approaches
have been given consideration in the past, and reductions in bow wave overpressures
of about 30 percent to perhaps as much as 40 percent appear to be obtainable.

Other minimization techniques involving increasing rise times have also been
investigated (refs. 66 and 67). If the rise time of the signature could be increased to
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the point where a sine wave would result instead of an N-wave, the sine wave pressure
signature should not be audible to an outdoor observer. However, this avoidance of
the shock wave altogether would result in an increased impulse, and such a signature
would still vibrate buildings such that people indoors would react. To obtain even
small increases in rise times, the aircraft length would have to be increased by at
least a factor of 3 over the greatest length now being considered (to about 1000 ft).
This in itself is an impractical approach. Another means would be to alter the
airstream so that the same beneficial effects associated with the increased length are
obtained. This would be accomplished by the addition of heat or other forms of
energy. Studies of the airstream alteration or the "phantom body" concept suggest
that large amounts of heat or energy (at least the equivalent of the output from the
onboard propulsion systems) are required to obtain increased-rise-time signatures.
This approach therefore also appears to be impractical.

Reduced overpressure Increased rise time

Size Shape Length Airstream alteration

S! 'I
Calculated signatures

I _ _ _ _ _ _ _

Figure 22. Sonic boom minimization concepts.

As a result of past and current efforts in boom minimization, it is generally
agreed that the nominal cruise sonic boom signatures can be modified through
aircraft design. Absolute lower bounds are available for overpressure and impulse.
The significant advances which have been made in propulsion, materials, and
aerodynamics will play a significant role in reducing sonic boom levels. For example,
supersonic laminar flow exerts a very powerful influence on reducing aircraft gross
weight and increasing cruise altitude, both of which lower the sonic boom level.
In-house NASA studies (ref. 68) suggest the feasibility of a long and light SST
having a sonic boom overpressure level of less than 1.0 lb/ft2 (about half the
overpressure estimated for the canceled U.S. SST) durii,o cruise flight for domestic
ranges. The analytic tools for defining the required aircraft characteristics are
available and have been validated with wind-tunnel experiments on small wing-body
configurations representing transport aircraft. Means for evaluating the trade-offs
for boom minimization in terms of actual aircraft design are available. The most
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desirable signature shape, from the point of view of minimum response of an outdoor
and indoor observer and of structural response, has not yet been established.

"Boomless" Flight Operations

In addition to sonic boom minimization, sonic boom avoidance can also be
realized through operation of the aircraft at low supersonic Mach numbers such
that the shock waves extend down toward, but do not intersect, the ground because
of atmospheric refraction or cutoff, as suggested by the sketch in the upper left of
figure 23. The range of Mach numbers and altitudes over which operations at cutoff
Mach number Mco can be performed is shown in the figure for steady, level flight
in a standard atmosphere with no wind. Flights at Mach numbers to the left of
the hatched curve will result in no booms reaching the ground, whereas flights at
Mach numbers to the right of the curve will result in booms reaching the ground.
The highest speed at which the aircraft could operate in a standard atmosphere
without producing booms at the ground is about M = 1.15. In the real atmosphere,
variations in the speed of sound do exist because of temperature and winds. Climb

or descent angles would also permit an increase or decrease in M., respectively. The
practical range of Mco varies from 1.0 to about 1.3 for steady, level flight for a fairly
wide range of atmospheric conditions.

60000 -
Af.0

Booms observed

40000 - No

booms
Altitude, observed
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0 3 I I
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Figure 23. Combinations of Mach number and altitude for boomless flight.
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Two points should be made about boomless flight operations. Boomless flight
is independent of aircraft configuration and is a function of the aircraft operating
conditions and the atmosphere. Aircraft configuration is, of course, important from
the standpoint of efficiency of operation at these low Mach numbers; for example,
flying a high Mach cruise design at the off-design Mco is less desirable than flying an
aircraft designed to operate at M = 1.15. In either case, boomless flight operations,
unlike the stationary focus from an aircraft maneuver, always result in a continuous
caustic or focal line where the overpressures can be higher than those of the steady-
flight boom from the aircraft flying at the same altitude but at the higher cruise
Mach number. Therefore, in order to assure the shocks, and thus the boom, for
flight at Mo will terminate at some safe height above ground level, a margin of
safety in the form of reduced Mach number is required.

Low-Altitude Transonic Flight

It can generally be stated that as long as the aircraft speed over the ground is
less than the speed of sound at the ground, then boomless flights at low supersonic
Mach numbers can be achieved. It may be further stated that as long as the aircraft
speed is less than M = 1.00, no sonic booms should be experienced at ground level.
This is true for aircraft flying at altitudes of 100 body lengths or greater. Experience,
confirmed by measurements (ref. 42), indicates that booms can be observed at ground
level from aircraft in steady, level flight at Mach numbers from about 0.95 to 0.99
at altitudes of about 300 to about 2000 ft above ground level. This phenomenon is
similar to that observed for airfoils in wind tunnels (as shown in fig. 24(a)) at high
transonic Mach numbers, for which localized shocks occur at the maximum thickness
(where the flow accelerates to M = 1.00 or greater). These shocks extend for some
distance from the airfoil before dissipating into acoustic disturbances. This extended
shock is also shown in the unusual photograph of an aircraft in flight at an indicated
Mach number of 0.89 and an altitude of about 300 ft (fig. 24(b) from ref. 69). The
explanation for why the shock waves are visible is given in reference 69 as follows.
"Aircraft is flying in a cloud of water vapor condensed by a shock wave created
when the local Mach number reaches or exceeds 1.0 at a point on the fuselage aft of
the cockpit, where the shock attaches." The basic mechanism involved in the flight
picture is the lower pressure behind the shock front causing the moisture in the air
to condense.

The aircraft, like the airfoil, has a maximum thickness (equivalent area distribu-
tion) such that the local flow can equal or exceed M = 1.0 at some given free-stream
transonic Mach number. These localized shocks have been observed to extend out-
ward and downward as much as 30 airplane body lengths. The intensity of the booms
is substantial because of the very low altitudes, and the signature, shown in figure 25,
is considerably different in nature from the normally observed N-wave-type signature
associated with a fully developed supersonic flow field.

The detailed analysis of low-altitude transonic flight test data (ref. 42) has
indicated that existing meteorological conditions influence the vertical extent of
attached shock waves produced at nearly sonic flight. Aircraft Mach number also has
a direct influence on the vertical extent of the attached shock waves. The extension of
these attached shock waves to lower altitudes may explain several "accidental" sonic
booms produced by low-altitude, marginally subsonic aircraft (although Machmeter
and altimeter errors may also be responsible).
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(a) NACA 16-212 airfoil in wind (b) Aircraft in transonic flight.
tunnel. M = 0.90. M = 0.89. (From ref. 69.
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Figure 24. Transonic flow fields.
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Figure 25. Character of transonic boom signature.

Responses to Sonic Booms

This section begins with a description of the factors involved in boom exposure,
including the air path, ground path, and building vibration. Outdoor and indoor
stimuli include audible, vibratory, and visual cues. A discussion of damage com-
plaints, relative to primary and secondary structural members, is given as a function
of the range of boom exposure levels. People responses to booms include startle,
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annoyance, effects on sleep, and long-term effects on health. Other responses to sonic
booms cover animals, birds, and fish, and also include seismic effects, avalanches,
landslides, and other subsonic aircraft.

Factors Involved in Boom Exposures

There is considerable concern about the manner in which people and structures
respond to sonic booms and how such responses will affect community acceptance of
overland operations. The nature of the response problem is illustrated in figure 26
(from ref. 70). The sketch at the top of the figure suggests two different exposure
situations for people. In one case, the person is outdoors and is impinged on directly
by the waves. In the other case, the observer is inside a building and the waves
impinge first on the building. The building then acts as a filter which determines the
nature of the exposure stimuli reaching the inside observer. The ingredients of this
indoor exposure situation are included in the chain diagram at the bottom of the
figure. The sonic-boom-induced excitation which causes the building to vibrate may
arrive either through the air or through the ground. It is generally conceded that the
air path is the more significant one in most cases and is thus designated the primary
path in figure 26. The ground path is considered secondary and is designated by a
dashed line in figure 26. Building vibrations can be observed directly by the subject.
A person may also observe vibration-induced noise or, in the extreme case, associated
superficial damage of the structure.

Air damage

Boom Building Subjective

Secondary path

Figure 26. Factors involved in boom exposures. (From ref. 70.)
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Outdoor and Indoor Stimuli

A person inside a building is exposed to a rather complex series of stimuli,
including auditory, visual, and vibratory inputs. The nature of the auditory and
vibratory inputs is illustrated in figure 27 (from ref. 70). The top trace is a sample
outdoor pressure exposure as measured for one particular case. This wave is of the
N-wave type, but it differs from an N-wave in some of its details, as do many of the
waves measured in the field. The three bottom traces represent corresponding indoor
exposure stimuli. The topmost of these traces represents the pressure variation inside
the building owing to vibratory motions of the building and the cavity resonances.
Although this is a pressure disturbance, it generally occurs in a frequency range
that is not audible to humans. The audible portion of this signal, as measured
with a separate microphone system, has the characteristic shape of the middle trace
and is an order of magnitude lower in amplitude. It is believed that this audible
portion of the pressure signal is associated with the rattling of the building structure
and furnishings because of the primary mode responses in the building. Finally,
the bottom trace represents the vibration of the floor that would be sensed by a
person either directly or through the furniture. A person indoors therefore can be
influenced because of an auditory, vibratory, or visual cue. At the present time,
the indoor exposure situation is not understood well enough to permit the relative
importance of each of these stimuli to be determined, although it is believed that in
certain situations each one is significant.

Time C 0- 10 see-
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Figure 27. Outdoor and indoor sonic boom stimuli. (From ref. 70.)

Damage Complaints and Range of
Boom Exposures

Expeience has shown that supersonic flights over communities have resulted in
complaints regarding damage because of sonic booms. The nature of the reported
damage is fairly well represented by the data in figure 28, which shows the frequencies
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with which certain types of damage are mentioned (ref. 6). Plaster cracks, the type
of damage reported most frequently, are mentioned in 43 percent of the complaints.
Other reported damage includes cracks in window glass, walls, and tile. Structures
reportedly damaged by sonic booms are mostly brittle surfaces and are secondary
structural components.

Plaster
cracks

Broken
windows

Masonry
cracks

Broken tile
and mirrors

Broken
bric-a-brac

Damaged
appliances

Miscellaneous

0 10 20 30 40

Total complaints, percent

Ftgure 28. Sonic boom damage complaints. (From ref. 6.)

The relation between sonic booms and damage has the same complexity as the
relation between sonic booms and indoor responses: a rigorous relationship depends
on the frequency content of the boom and the frequency respoynse of the structure.
A practical, simple measure of the boom (for correlation with damage) would
be the energy content in frequencies around the fundamental response frequency
of structures, since this is where the greatest response occurs (refs. 65 and 71).
Previously in this chapter the argument was presented that aural response to sonic
booms can be quantified by the peak overpressure, since that was associated through
audio frequency components of booms. Similarly, it can be argued that structural
response involves low frequencies, so that the impulse of the boom is an appropriate
quantity. For this reason, boom impulses, as well as peak overpressures, are often
reported. The boom impulse tends to represent the lowest frequency components,
in the range of several hertz. The fundamental frequency response of buildings is
typically 10 to 30 Hz (ref. 72), however, so impulse alone may not be an adequate
measure.
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The vast majority of experience with sonic booms has been with N-waves 200 to
300 msec in duration. Usually only the overpressure has been reported or correlated
with damage. One would, however, expect the relation between impulse, spectra,
and overpressure to be fairly consistent for booms of such similar shapes. Care
must be taken when these data are applied to significantly different types of boom
signatures, but these correlations of boom damage with overpressure should certainly
be self-consistent and well worth examining.

As expected, the reported damage varies depending upon the intensity of the
boom. This is illustrated in figure 29, in which sonic-boom-induced incidents per
flight per million people are shown for various overpressure ranges (ref. 6). The ranges
of boom levels up to about 3.0 lb/ft2 are fairly representative of the majority of booms
associated with controlled supersonic flight operations. It may be significant that no
damage incidents occurred for boom exposures below about 0.8 lb/ft2 , although a
smaller number of data samples were available in this range.

2.0

1.5

Damage incident-
per flight per 10
million people

.5

I I t I i I..

0 .5 1.0 1.5 20 25 3.0 3.5

&p, lb/ft
2

Figure 29. Sonic-boom-induced incidents for various overpressure ranges.

The nature of the sonic-boom-induced damage problem can be illustrated with
the summary plot of figure 5 (from ref. 6). The number of damage incidents for a
given type of structure increases as the overpressure increases, and this is particularly
evident at the higher overpressure values. Also shown in the figure is a schematic
illustration of the amplitude distribution of the overpressures. Even thoi gh the
nominal, or predicted, overpressure for a given aircraft at specific flight conditions
has a value which is generally lower than that at which building damage might be
expected, there is a distribution of pressure amplitudes such that a small percentage
of the total amplitude values occurs in the relatively high overpressure range. These
high values, which occur only occasiorslly because of either atmospheric effects or
focus booms due to maneuvers, may be sufficient to trigger incipient damage in
existing structures. Two points can be made from this figure. It is obvious that
a lower nominal value i. desirable because of the reduced probability of building
damage. However, though the nominal overpressure is established at a relatively low
value, no assurance can be given that the triggering of damage can be completely
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Figure 30. Nature of sonic-boom-induced damage problem. (From ref. 6.)

People Responses

It has been shown that people are annoyed by sonic booms because of concerns
that the booms may damage their property. This suggests that the annoyance of
booms might be diminished if the public could be convinced that boom levels from
military or commercial supersonic operations are well below the damage threshold.
However, sonic boom effects on people are difcult to pinpoint because of the
subjectivity of the people's responses and because of the diversity of variabies
affecting their behavior. Responses depend on previous exposure, age, geographic
location, time of day, socioeconomic status, and many other variables.

Research and experimentation have turned to several findings about sonic boom
phenomena related to humans. These findings indicate that booms do not adversely
affect human hearing, vision, or circulation (ref. 6). The human psychological
response is more complex, involving attitudes and habituation to booms and their
sources.

These findings have also turned up a number of other points. Long-term effects
on health of repeated daily booms have not been investigated. Possible long-term
effects on sleep of repeated night booms are unknown. Although existing evidence
suggests booms of 1.0 lb/ft2 or greater are unacceptable to a significant portion of
the population, a level of acceptability of sonic booms has not been determined.
Values of sonic boom overpressure of 0.5 to 1.0 lb/ft2 have been suggested, but with
no scientific support.

Finally, the possibility exists that human responses to booms measured one to
two decades ago may differ from those recorded in the next decade (ref. 6).

Other Responses

To date, it has been difficult to make detailed interpretations of the effects of
sonic booms on different animal species. However, research on chickens, chicken and
pheasant eggs, pregnant cows, racehorses, sheep, wild birds, and mink suggests that
boom effects on domestic and wild animals are negligible (ref. 6). Like humans,
animals are startled by loud noises, but this diminished during testing. In any case,
our dependence on animals for food (livestock), companionship (pets), relaxation
(horses), and aesthetic value (wildlife) strongly suggests they receive more attention
and research regarding the effects of sonic boom exposures.

The effects of sonic booms on aquatic life may not have been investigated to any
great extent. This is a result of the initial findings that the attenuation of the sonic
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boom in water suggests that these effects should be small (ref. 6). In particular,
boom overpressures dissipated to about -a tenth of their initial value at a depth of
about 60 ft and so appear to pose no threat to aquatic life, including the capacity
of fish eggs to hatch. This experience is associated with aircraft traveling at Mach
numbers of 3.0 or less. At ypersonic Mach numbers, the aircraft speed can equal
or exceed the speed of sound in water (about 4.5 times that in air), thereby greatly
increasing the potential penetration of the sonic booms.

Sonic booms produced by a:-craft moving at supersonic speeds apply moving
loads to the Earth's surface. Although the ground motion recorded was about 100
times the largest natural, steady seismic noise background, it was still less than
I percent of the accepted seismic damage threshold for residential structures (ref. 6).
Experiments have shown that sonic booms probably cannot trigger earthquakes, but
they might precipitate incipient avalanches or landslides in exceptional areas which
are already stressed to within a few percent of instabiity. Research efforts on the
effects of booms in areas prone to avalanches and landslides have been recommended.
Furthermore, the differences between triggering snow and earth avalanches need to
be better understood. Once again, the experience thus far is associated with aircraft
speeds of Mach number 3.0 or less. The situation may be different at hypersonic
speeds-

Questions have been raised concerning the effects of sonic booms on other
subsonic aircraft, transport and general aviation types, both in flight and on
the ground. Controlled tests (ref. 73) have shown that the sonic-boom-induced
accelerations, which were structural rather than rigid-body motions, were small
relative to those induced by such commonly encountered phenomena as runway
roughness and moderate air turbulence. The general conclusions were that sonic
booms constitute no serious concern for the safety of all types of subsonic aircraft in
flight.

Summary

During flight at supersonic speeas, shock waves are formed which propagate
outward in all directions; some may extend to the ground and cause objectionable
noise. For vehicles operating at high altitudes, the shock wave patterns coalesce into
a bow shock at the front of the vehicle and a tail shock at the rear. The passage of
these shock waves past an observer results in rapid changes in atmospheric pressure
in the form of an N-wave signature and is interpreted by the ear as two explosive-type
sounds, commonly referred to as sonic booms. In a typical supersonic mission the
shock waves, which are moving with the aircraft, generate sonic boom "carpets" on
the ground whose width depends on flight and atmospheric conditions. These carpets
are made up of primary and secondary booms. The piimary boom carpet contains
the normally observed sonic boom overpressures and results from wave propagation
through only that part of the atmosphere below the aircraft. Secondary boom carpets
may exist which involve the portion of the atmosphere above the aircraft as well as
that below the aircraft. Between the primary and secondary carpets exists a region
in which no booms are observed. The secondary boom carpets are more remote
from the ground track and the overpressure levels are much less intense than in the
primary carpet.
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Sonic boom theory, in general, is well established. The evolution of the sonic
boom signature from its pattern near the aircraft to the pressure signature received
on the ground can be accurately predicted in terms of overpressure level, number
and location of shocks, and duration. The complete role of the aircraft configuration
in sonic boom generation is embodied in the F-function. Analyses of minimization
concepts generally center on calculating F-functions for various configurations. For
typical slender supersonic vehicles, the F-function may be computed directly from
vehicle geometry via linearized supersonic flow theory. At hypersonic speeds, for
which linearized flow theory is not accurate, the problem is that of obtaining the
F-function by other means, such as wind tunnel tests or computational fluid
dynamics (CFD) codes.

Utilization of the theory of geometric acoustics allows for the inclusion of the real
atmosphere aud nonlinear steepening on the shock wave system as it propagates to
ground. It also allows for thu calculation of the number and location of multiple
booms resulting from maneuvering flight and the location of "superboom" focal
zones. Focus boom signatures can be computed for simple "smooth caustic" foci,
but similar results are not yet available for rarer, higher order "superfoci."

A number of sonic boom computer programs have been written. They all perform
the same basic calculations, but each has particular capabilities and features added
for specific applications. All these programs were originally developed for mainframe
computers, but it is expected that personal computer versions will be available.

The primary boom carpet and the disturbances that are experienced within it
have been intensely researched. A considerable experimental data base has been
accumulated for a wide range of vehicles, Mach numbers, and altitudes. Agreement
between measurements and predictions is quite good for both on-track and lateral
locations for steady, level flight conditions. Sonic boom overpressures are noted to
increase with increasing vehicle size and to decrease with increasing attitude. The
lateral extent of the primary boom carpet increases with increasing altitude.

Atmospheric variations, especially those in the first few thousand feet above the
Earth's surface, can be very influential in bringing about distortions of the sonic
boom signature, changing it from the normally expected N-wave to a "peaked"
or "rounded-type" signature. Higher overpressures result when the signatures are
peaked, whereas lower overpressures are associated with rounded signatures. This
peaking and rounding of the signature is statistical in nature and occurs as a function
of either time or distance. As such, variations in the sonic boom signature can be
expected during routine vehicle operations.

Rapid deviations of a vehicle from steady, level flight can produce considerable
modifications in the location, number, and intensity of the ground shock wave
patterns. Thus, multiple booms and focused booms may be observed. The
pressure buildups in these focus areas are a function of the type maneuver and
the accelerations involved and can be 2 to 5 times the nominal levels of steady flight.
It is important to note that these focused booms are very localized and do not move
with the vehicle. They can be placed to within a few miles of the designated location.
Pressure buildup areas associated with turns, pull-up, or pushover maneuvers can
be minimized by reducing accelerations. Atmospheric randomness will also decrease
or, in some cases, even eliminate focusing altogether.

Secondary sonic booms are quite distinct from primary booms not only in the
manner in which they are propagated from the aircraft to the ground but also in
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the way their signatures are shaped. For secondary boom signatures, the pressure
changes very slowly and is in the subaudible frequency range. This lack of audibility
combined with the very low amplitudes makes secondary booms difficult to sense
outdoors, but they can be noticeable indoors. The secondary sonic boom carpet
and the disturbances experienced within it are not as well-defined as those for the
primary boom and only fragmentary observations and measurements are available.

Sonic booms may be minimized through aircraft design and operation. Mini-
mization through design involves modification to the aircraft size, weight, and shape
in order to reduce the overpressure or alter the signature waveform. The analyti-
cal tools for defining the required aircraft characteristics and means for evaluating
trade-offs for boom minimization in terms of aircraft design are available. The most
desirable signature shape, from the point of view of minimum response of an outdoor
and indoor observer and of structural response, has not yet been established.

Low supersonic "boomless" flight operations are feasible and provide a means for
domestic overland flight. The atmosphere plays a significant role in these types of
operations, and considerable care must be exercised to assure that the shock waves
associated with boomless flights do not extend to the ground. The practicality of
such operations is very questionable.

Booms can be observed at ground level from aircraft in steady, level flight
at high transonic Mach numbers and relatively low altitudes. The intensity of
the boom is substantial because of the very low altitudes, and the signatures are
considerably different in nature from the normally observed N-wave associated with
fully developed supersonic flow.

The effects of sonic booms (particularly the responses they invoke) are not
completely known, even through a considerable data base has been accumulated
ovel the yaz. Many factors are involved in boom exposure, including the air path,
ground path, and building vibrations. Outdoor and indoor stimuli include audible,
vibratory, and visual cues. Human response to booms include startle, annoyance,
effects on sleep, and long-term effects on health.

Structures reportedly damaged by sonic booms are mostly brittle surfaces and
are secondary structural components. The number of damage incidents increases
with increasing boom intensity. It may be significant that no damage incidents are
reported for boom exposures less than 0.8 lb/ft2 , although the data sample is small.

Sonic booms do not adversely affect human hearing, vision, or circulation. The
human psychological response is more complex, involving attitudes and habituation
to booms and their sources. Long-term effects on health of repeated daily booms
and effects on sleep of repeated night booms are not known. Although boom levels
of 1.0 Ib/ft2 or greater are apparently unacceptable to a significant portion of the
population, a level of acceptability has not been determined.

To date, it has been difficult to make detailed interpretations of the effects of sonic
booms on different animal species, Research suggests that boom effects on domestic
and wild animals are negligible; however, it is strongly suggested they receive more
attention and research.

Since sonic booms attenuate rapidly in water, they appear to pose no threat to
aquatic life, nor do they affect the capacity of fish eggs to hatch. At hypersonic Mach
numbers, the aircraft speed can equal or exceed the speed of sound in water, thereby
greatly increasing the potential penetration of the sonic boom.
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Ground motions associated with sonic booms are less than 1 percent of the
accepted seismic damage threshold for residential structures. Sonic booms probably
cannot trigger earthquakes, but they might precipitate incipient avalanches or
landslides in exceptional areas which are already stressed to within a few percent
of instability. The situation may be different at hypersonic speeds.

Sonic booms constitute no serious concern for the safety of all types of subsonic
aircraft in flight. The boom-induced accelerations are small relative to those induced
by runway roughness and moderate air turbulence.
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Acoustic compactness-Exists when the acoustic wavelength is much greater than
the source dimensions.

Acoustic (signature) waveform-The time history of the acoustic pressure.

Aeolian tones-See Strouhal number.

Aerodynamic interaction noise-Arises from the coupling between two blade
rows due to wakes from the upstream blade row convecting into the downstream
blade row and the potential flow field of the downstream row acting on the
upstream row.

Aerodynamic noise-Noise generated by the flow of unsteady air. Noise generated
by flowing liquids is referred to as hydrodynamic noise.

Airfoil trailing-edge noise-Noise generated when the turbulent boundary layer
developing over the surface of an airfoil is convected into the wake of the airfoil
past its trailing edge.

Airframe interaction noise-In certain aircraft and engine layouts, there are
interactions between the jet exhausts and the airframe These affect the entrain-
ment of air into the jets as a result of the proximity of the airframe. As a result
of these interactions, the jet noise radiated to the far field is increased. This
increase is referred to as airframe interaction noise.

Airframe noise-The nonpropulsive noise of an aircraft in flight.

Anechoic environment--Nonechoing environment provided in test cells and open
jet wind tunnels by wall treatments that are highly absorptive (nonreflecting) for
the acoustic wavelengths involved.

Augmentor wing (AW) vehicles-Short-takeoff-and-landing configurations that
make use of turbofan engines for which part of the secondary exhaust flow is
ducted through ejector nozzles at the wing trailing edge to enhance overall lift
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Blade slap noise-Term applied to the impulsive noise generated by a rotating
blade over a portion of the rotor disk because of blade-vortex interactions or
localized compressibility effects.

Blade-vortex interaction (BVI) noise-Generated when helicopter rotor blades
interact with tip vortices shed during previous blade passages. The strength of
each interaction is governed by the local strength of the tip vortex, the core size
of the tip vortex, the local interaction angle of the blade and the vortex line, and
the vertical separation between the vortex and the blade.

Blade-wake interaction (BWI) noise-Generated when helicopter rotor blades
interact with aerodynamic wakes shed during previous blade passages. This noise
is most evident during nearly level flight and is drastically reduced in climbing
flight.

Boomless flight-Accomplished when an aircraft is operated at supersonic speeds
in such a manner that the associated shock wave pattern does not extend to the
ground. The criterion for boomless flight is that the ground speed of the aircraft
does not exceed the speed of sound at the ground.

Broadband noise--Produced by sources that are random both in time and
in location, such as the interactions of rotating blades with turbulence, and
distributed continuously in frequency.

Boundary-layer trip-A small protuberance or area of roughness that is placed
on an aerodynamic surface to promote transition of the boundary-layer flow from
laminar to turbulent

Buzz-saw noise-See Multiple pure tones.

Caustic-In geometrical acoustics, an envelope of rays. Because of the shrinkage of
ray tube areas to zero at the caustic, such regions have infinite or high acoustic
intensity and are considered mathematical singularities.

Cavity noise--Noise (discrete frequency and broadband) generated by high-speed
airflow over cavities such as wheel wells.

Combustion thermoacoustic efficiency-The fraction of the combustion heat
release that is radiated away as acoustic energy.

Compact (point) acoustic source-Source for which the differences in emission
times (for one observer time) of points on the source are negligible compared
with the periods of fluctuations of the source. Note that for a moving source,
compactness is not only a property of the source itself, but may also depend on
dhe observer position.

Continuous spectrum-Spectrum for which components are distributed continu-

ously over a range of frequencies.
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Counterrotation (contrarotation)-Involves the addition of a second rotating
blade row behind the first. The second blade row rotates in the opposite direction
to that of the first. It imparts its own swirl, but in the opposite direction to that
of the first, thus tending to cancel it. The result is increased efficiency (thrust)
compared with a single blade row.

Cusp-A point of discontinuity of the caustic where two segments of the caustic are
tangent to each other.

Delocalization-The process by which shock waves on a rotating blade surface
become connected to the acoustic radiation field.

Dipole (doublet) source-Represented by two equal monopole sources that are
a small distance apart and are pulsating 180' out of phase with each other.
The associated radiation pattern is highly directional and has a "figure-8" shape.
Dipoles are used to model sources that impart forces, such as lift and drag, to
the medium.

Direct combustion noise-Results when a volume of mixture expands at constant
pressure as it is rapidly heated by combustion

Doppler effect-The changing of observed frequency of a sound whose source is
moving with respect to a stationary observer. The frequency of the sound is
observed to increase or decrease, respectively, depending on whether the sound
source is moving toward or receding from the observer.

Doppler factor-Expressed as 1/(1-M), where M is the Mach number of the
component of the flow velocity in the direction of radiation. In radiation
equations, it appears raised to various powers, depending on source type, to
account for the changes in amplitude of acoustic pressure from moving sources.
In aeroacoustics, the Mach number is frequently defined as the flow speed divided
by the ambient speed of sound, whereas in aerodynamics, Mach number is defined
in terms of the local speed of sound.

Eddy convection speed-The average speed at which the larger scale eddies in
a turbulent flow are transported by the flow. When different convection speeds
are ascribed to different eddy scales, then the correct descriptor needs to be
added, such as small eddy or large eddy convection speed. Convection speeds are
typically 0.5 to 0.7 times the free-stream value.

Energy spectrum-In the analysis of turbulence and noise, relates to the distri-
bution with respect to frequency of the fraction of the total energy, on average,
that can be allocated to a given frequency.

Engine core noise-The summation of noise produced by the combustion process
itself and the noise produced as the hot products of combustion pass through
the turbine and exhaust nozzle (In some writings, core noise is defined to also
include turbomachinery components)
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Entrainment-The property of the mixing regions of viscous and turbulent flows
such that, with increasing distance downstream, fluid external to the mixing
region is continuously being engulfed into the mixing region, with the result that
its mass flux also increases.

Excess noise-Usually refers to all extraneous sources of noise, both external and
internal, existing upstream of the nozzle exit that modify the characteristics of
jet noise from those associated solely with the generation of noise from the jet
mixing regions.

Externally blown flap (EBF) vehicles-See Under-the-wing (UTW)
vehicles

Flap side-edge noise-Noise generated by airflow over the edges of deployed
aerodynamic flaps, it is a component of airframe noise.

Flow-acoustic interaction-Occur' when the sound field generated by an un-
steady fluid motion crosses a nonuniform field of flow. Normally for sound fields

up to moderate intensity the properties of the flow field are unaffected by the
interaction, whereas the directivity of the sound field can be greatly distorted.

Frequency-domain methods-Eliminate time from the wave equation by means
of Fourier transformation.

Harmonic noise-The periodic signal component, that is, its time signature can
be represented by a pulse that repeats at a constant rate

Helicopter-Vehicle that utilizes only rotor(s) to create lift during hovering and

forward flight.

High-speed impulsive (HSI) noise-Arises from shock wave formations asso-
ciated with localized supersonic flows on helicopter blades. They are generated
during only a portion of the revolution of each advancing blade.

Impulsive noise-A well-recognized characteristic of helicopters, it is periodic in
nature, has an intensive low-frequency content, and consists mainly of discrete fre-
quency components. Possible sources are blade-vortex interactions and localized
compressible flows on the blades.

Indirect combustion noise-Results when relatively large-scale temperature
nonuniformities generated by turbulent combustion are convected through pres-
sure gradients in the turbine and exhaust nozzle.

Inflow turbulence noise-Noise generated when rotor blades interact with inflow
turbulence from the atmosphere, from wakes of upstream fixtures, and from
disturbances induced by the flow into the engine inlet.
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Instability waves-Spatially or temporally amplifying waves generated by natu-
rally occurring perturbations of the fluid or by artificial excitations in an inher-
ently unstable flow. In jets or shear layers, the observed instability waves are
found to be consistent with spatially amplifying instability wave theory.

Intermittent periodic noise-Arises from the encounter by a helicopter rotor
of an atmospheric disturbance having a duration of several blade passages.
The spectrum shows discrete frequency components that exist for a short time,
disappear, and then recur at a later time. In frequency domain analysis, this
phenomenon appears as a narrow-band random noise.

Jet mixing region-That portion of the jet exhaust flow downstream of the nozzle
exit in which mixing occurs with the ambient air

Karman vortex shedding-Arrangement of eddies, in the wake of a bluff body,
which at some Reynolds numbers has a definite geometric pattern and an
associated tone. (See Strouhal number.)

Kutta condition-As applied in airfoil potential flow theory, specifies that nor-
mally the rear stagnation point must be at the trailing edge. The exception is
the airfoil having a cusped trailing edge, where the velocity at the trailing edge
is finite and the velocities oil tne upper and lower surfaces at the trailing edge
are the same. This uniquely specifies the circulation around the airfoil and thus
its lift. In all cases, a more general definition that applies in subsonic flows, both
inviscid and viscous, is the condition that no normal load exists at the trailing
edge, and hence the upper and lower pressures at the trailing edge are the same.

Laminar flow-Viscous flow; normally applies to the nonturbulent flow in the
boundary layer that exists around a body placed in a moving fluid at small to
moderate Reynolds numbers.

Landing gear noise-Noise generated by vortex shedding and wake interactions
of the wheels, axles, struts, and shafts subjected to unsteady separated flows

Lighthill's acoustic analogy-The assumption that the unsteady fluid flow in the
jet mixing region may be replaced by a volume distribution of equivalent acoustic
sources assumed to be embedded in a uniform medium at rest.

Line spectra-Spectra that contain only discrete frequency components.

Loading noise-Results from the forces on a rotating airfoil.

Mach number-For an object in flight it is the dimensionless ratio E, where V is
the speed of the object and c is the ambient speed of sound. Tile Mach number in
a fluid flow, correspondingly, is the local speed divided by the local speed of sound.
However (see Doppler effect), in aeroacoustics it is often more convenient to
define an acoustic Mach number in the noise-generating source region of a moving
fluid flow, which is given by the local speed divided by the ambient (constant)
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speed of sound external to the flow and which is therefore the speed of sound in
the radiation field.

Mach wave radiation-Referred to as the acoustic radiation generated by super-
sonically traveling disturbances. For supersonic jets the dominant part of Mach
wave radiation is believed to be associated with the instability waves and large
turbulence structures of the jet flow.

Monopole (simple) source-Represented by a pulsating sphere whose dimension
is small compared with the wavelength of sound emitted. If it is assumed all
parts of the sphere are moving in phase, the radiation is essentially the same in
all directions. Monopoles are used to model volume sources, such as fuel ignition
and rotor blade thickness.

Multiple pure tones-Spectral components of ducted rotor noise occurring at
multiples of shaft rotation frequency. They are referred to also as "buzz-saw"
noise, are present only at supersonic rotor tip speeds, and are associated with the
unsymmetrical rotating shock wave patterns locked to the rotor blades.

Noncompact acoustic sources-A source is noncompact if it cannot be treated
as a compact (point) source.

N-wave shock patterns-Observed in the distance flow fields of objects traveling
at supersonic speeds in the atmosphere. They consist of bow waves and tail waves
and an expansion region with a linear pressure decrease between them. At the
bow wave a compression occurs in which the local pressure rises to a value Ap
above ambient pressure. Then a slow expansion occurs until some value (;c Ap)
below ambient pressure is reached and there is a sudden recompression at the tail
wave.

Potential flow region-That portion of the jet exhaust flow, downstream of the
exhaust nozzle, in which the mean flow velocity is approximately equal to that
at the nozzle exit. For a circular nozzle exit, the potential flow region is conical
in shape.

Primary sonic boom carpet-The ground area exposed to sonic booms that
propagate only through that portion of the atmosphere below the aircraft. This
carpet area includes the ground track and extends laterally in both directions
from it.

Propulsive lift (scrubbing) noise-The increase in noise that occurs when
airframe surfaces are placed in the exhaust of the propulsion system to enhance
the overall lift.

Quadrupole source-Noise produced by fluid flow in a volume in which no sources
of mass or momentum are present. They can be modeled by the superposition of
four equal monopole sources that oppose each other in pairs. Quadrupole noise
is the main component of aerodynamic noise arising from turbulent flow in the
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absence of soid boandari. It is also the noEse gereatetd by" aco ic somrces
dsrilcrted in the volmne surrounding a roting bade to represen nonlinear
e~ecxs that occur when the flow ovr the blade is trarrsoic.

Retarded source postion-The pobition of a source when it produced the sound
that is being beard at the present time.

Retarded time-Te time at which a sound wave traveling at the local speed of
soud would have to leave the source to arive at the osenaxtion point at the
present tiM

nolds umber-A dimeo quantity I , where V and t are the charac-
terbic velocity and length scales. respectiveky; and P is the kinematic viscesity
of te adr.

Rotorcraft-dhicles that utilize unducted rotors to create enough lft to achieve
hovering flight out of ground effect. (See Helicopter, Tilt-rotor aircraft, and
Tilt-wing aircraft.)

Screech noise-- iscrete frequency shock associated noise that arises because of
feedback loops that are established betwen shock cells in the mixing region of a
supersonic jet and the nozzle lip.

Secondary sonic boom carpets-The ground areas exposed to sonic booms that
propagate through that portion of the atmosphere above the aircraft. These areas
are remote from the ground track and are separated from the primary sonic boom
carpet. on each side, by regions in which no booms are heard.

Self-preserving flow-Exists when the properties of a developing flow, in particu-
lar the average properties of a convected turbulent flow, at various stations along
the flow are similar when referenced to a characteristic length and velocity scale.

Shock-associated noise-Generally referred to as the broadband noise radiation
arising from the passage of coherent turbulence structures through the quasi-
periodic shock cells in the mixing layer of a supersonic jet. *

Shock waves-Discontinuities in a supersonic flow through which the fluid under-
goes a finite decrease in velocity accompanied by marked increases in pressure,
density, temperature, and entropy while satisfying the conservation laws of mass,
continuity, and momentum.

Short-takeoff-and-landing (STOL) vehicles-Vehicles designed with integrated
lift and propulsion systems such that lift augmentation is provided by beneficial
interaction of the exhausts with the wing flow field.

Sonic booms-Boom-like sounds that arise from the passage of shock waves from
objects traveling in the atmosphere at speeds that exceed the local speed of sound
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Sonic boom carpet-An area n the ground wi!hin whkh soak boo-s may- be
obsented fo. a particular flight. Its kigth corespoods roughly to the length of the
supersoni poirto of the flight aM the width increases with incr in alitude
and Mach number. An obsevr aiywbce within the carpet will experience the
passge ofa N-ave disturbarce one time during the fBight.

Stopped-rotor -ehicle--h-ie for which the lift during transition fligh, is
provided m.inly by a rotor that is stored in the stopped position during cnnse
flight. Lift during cruise is then provided by a fixed wing.

Stroulhal number-A dimensionless quantity that characterizes the frequency of
steadly vortex shedding from blunt bodies. Strouhal nunber is . 2 0.2, where
f is the shedding frequenc); V is the free-stream elocit; and d is the thiciness.
For some combinations of the above parameters, the shedding frequencies have a
tonal quality and are referred to as acolian torne

Superbooms-ntense sonic booms associated with converging ray patterns or
caustics that result from accelerated flight. Associated focusing may result in
sonic boom pressure buildups of 2 to 5 times nominal values in cruising flight at
constant speed and Mach number.

Synchrophasing-nvolves the phasing of the rotation position of the propeller
bLdes on opposite sides of the fuselage so that the impinging sound has a certain
phase relationship that promotes noise cancellation within the cabin.

Thickness noise-Arises from the periodic displacement of the air by the volume
of a passing blade. Acoustic source strength is related to the normal velocity at
the blade surface and becomes important at high speeds. Thickness noise can be
represented k a monopole source distribution.

Tilt-rotor aircraft-Vehicle for which the lift for takeoff and landing is supplied
mostly by the rotor and the lift for forward flight is supplied mostly by the wing.
Wing-tip power plants rotate from the vertical to the horizontal and back during
transition flight.

Tilt-wing aircraft-Vehicle for which the wing and power plants (rotors) rotate
from vertical orientation for takeoff and landing to horizontal for cruise.

Time-domain methods-Methods used to solve the wave equation directly in
terms of the space-time variables.

Turbomachinery noise--Comprises the tonal and broadband noise components
generated by the fan, compressor, and turbine sections of jet engines.

Turbulence ingestion noise-Noise generated whea rotor blade. interact %ith
turbulence arising from wakes of an upstream blade row, blade boundary layers,
and the ambient atmosphere.
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Turbulent-boundary-layer noise-Ycese generated bytulr-bnd-lae
flonl on a hotnogene"us surface.

Turbulent fib z-los characteizedl by the chaotic nature of the smnall-scale
motions of the How. the onset of which occuisat a critical %-alue of Reynolds
number.

Turbuient-mixin-g noise-The noise generated aerodynamically outside of the
nozzle o! ajet engine in the region where the high-velocity jet exhaust flow mixes
with the ambient air.

Under-the-wing (UTWN) vehicles or externally blown flap (EBF) vehicles-
Short-takeoff-and-landing UTW or EI3F configurations mak use of turbofan en-
gints that exhaust under the wing and interact with theawing flow field to enhance
the overal lift.

Upper-surface-blowing (USB) vehicles-Short-takoff-and-landing configura-
tions that make use of turbofan engines that exhaust over the wing and interact
with the wing flow field to enhance the overall lift.

Viusual source position-The position of a source at the time the sound is heard.
as opposed 'o the retarded source position.

Vortex (eddy)-A group of fluid particles having a common circular motion about
an axis. Turbulent motion may he considered as a superposition of eddies Gf

different sizes and vorticities all in irregular motion.

Vorticity-The state of a fluid in vortical maotion.

WVing-in-slipstreamn vehicles-Conventional short-takecoff-and-landing configura-
tions in which the propeller slipstream is used to generate increased relative speed
between the wing and its upstream airflowv and thus increase the overall lift.

Zone of'silence With reference to jet noise radiation, a zone of silence is observed
in the downstream dlirectioni in (lhe far field on the jet longitudinial axis. mainly
due to refraction effects.
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Index acoustic radiation (calmucd)

inlets, 162-167I
js. , 212. 2:53, 216- 217. 221--222,

22n. 22, 24.5, 246, 247,
2.52, 2.55, 256, 259-262, 275.
27T7, 278, 782, 283, 322, 327,
328, 337, 341, 342, 344-345.
355, 362, 376, 383

rotors. 157
turbomachinery, 202--203

acoustic ra.-s, 302-303
acoustic ray theory (Snell's law). 2-56.absorption. 2.66. 278

atmospheric. 35-37 acoustic reflection,
acoustic analogy. See also Lighthill's turbomachinery. 160-16'3

acoustic analog: models, acoustic scattering. 34-3-5. 294
acoustic analogy acoustic shadow. 3.5

acoustic analog. 295. 319 acoustic shielding. 35. 36..38
acoustic compactness. 563 acoustic signature. 68. 87. 88, 96. 99.
acoustic design. 104. 111. 127

rotorcraft. 142-145 acoustic source.
acoustic energy. 202-203 compact (point). 564
acoustic energy flux. 160 dipole. 565
acoustic modes. See also duct modes, monopole. 568
acoustic modes. 160. 171. 175-181 noncompact. 570
acoustic planform. 5. 13. 14. 15. 129. quadropole. 568

136-138 acoustic source distribution.
acoustic power. jets. 212. 215, 221. 222. 223. 226.

combustion. 497. 498 227-228. 246. 248-249. 253-255.
gas turbines. 494. 503 256-257. 258. 266. 267. 268-272.
jets. 211. 216. 218. 226. 228, 230. 27-1. 275. 276. 279. 282. 283

255. 2.59. 260. 277 acoustic telescope. 267
total. 252 acoustic treatment.
turbomachinerv, 192-194 augmentor wing, .155. 457. 458. 459

acoustic pressure coefficient, 107. 108. acoustic waveform. 563
109 acoustic waveguide- 505-507. 510. 512

acoustic radiation See also acoustic waves, 367, 380, 382
principal-lobe radiation, advance ratio, 82. 102, 109, 111. 112.

acoustic radiation, 293. 295, 297, 300 114
cavity, 421-422 advancing-tip Mach number, 82, 97,
ducts, 162-167 101, 111, 112, 119, 134, 135, 113
exhaust systems, 164-166, 167. 319, aeolian tonies, 421, 563

320 aerodynamic interactions See also
fans, 162-166 exhaust-gas-airframe
helicopter rotors, 82, 87- 88, 91, 91. interactions,

101, 106. 112, !15, 116, 122, exhaust-gas-wing-flap
127 128, 129, 130 133, 134I, interactions, flow-acoustic

138-1,12 interaction.
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aerodynamic intcractions (contmued): aircraft (designations) (cmalinua):propcller-acrodynamic C-30, 452intcraion, 
Concorde, 519, 539, 546undercanige-wing-flap 
Comair 240, 396, 433interactions. 
Convair 990, 393, 495, 433, 436, 441aerodynamic interactions, 434, 443 DC-3, 396. 433acrodynamic noise, 211, 221, 563 DC-9, 419aerodynamic noise theory, 228, 265, DC-9-31, 394277-283, 284 DC-10, 393, 394, 432aircraft. See also quiet aircraft. DC-i0-30, 411, 423, 424. 425aircraft, 
DTIC-5, 452advanced supersonic transport, 392, DHIC-7, 452419 
F-101, 542advanced technology transport, 393 F-104, 524. 539, 542augmentor wing, 563 F-106B, 393. 396, 433, 437-438business jets, 411 Helio Courier, 452externally blown flap (EBF), 571 IIFB 320. 411, 426hypersonic. 519. 525. 538, 541 HP 115, 433hypersonic transport, 533 HS-125, 393. 418. 426, 433propeller-driven. 1-61, 391. 396 Libelle. 433QSRA, 451 Lockheed Jetstar. 393, 396. 418. 425.Quiet STOL Research Aircraft. 451 433, 436rotorcraft. 569 Piper Lance. 49RPV, 395 Prue-2, 433short-takeoff-and-landing (STOL), Sbrike, 433, 436391. 392. 428. 449-480. 569 SR-71. 539. 542supersonic. 523 VCIO. 393, 418. 424. 426. 433, 434,supersonic transport, 519, 538, 547 435. 436. 437tilt-rotor, 65, 66, 145, 570 XB-70. 520, 522, 524. 539, 540, 546tilt-wing. 65, 66, 570 YC-14, 451under-the-wing (UTW). 571 YC-15, 451uDper-surfacc-blowing (USB), 571 YO-3A, 102, 111, 135wing-in-slipstream, 571 aircraft design, 546-548X-wing, 65, 66 aircraft noise certification. 35. 37, 38.aircraft (designations), 

53, 56, 67, 266An-72, 451 aircraft operations. See sonic boom,B58. 524, 542 
aircraft operationsBAC 111, 393, 118, 426, '133 aircraft safety, 556, 559Boeing 727, 391, 419 airfoils,Boeing 747, 392, 393, 394, 111,417, leading-edge shape. 138425, 433, 434, 436, 437, 438, NACA 0012, 120, 122, 123, 139'139, 440 airframe noise, 391-443. 4,19, 158, 471Boeing 7,17-100, 392, 394 full-scale tests, 392-395

Boeing 7.17-200, 392 ftiselage, 392
Boeing 747SP, 392, 39,4 propulsive lift, 158-467, 563C-SA Galaxy, 393, 395, 396, 117. tail surfaces, '134425, 433 airport noise regulations, 53, 56, 57C17,451 

Ainet's theory, '103, 410, 130
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amplitudes, broadband noise (continued):
jet noise, 380, 381 jets, 320, 322, 344anechoic. propeller, 1, 4. 5, 6, 10-11, 28-32

anechoic chambers, 265, 266 rotors, 68-6, 70, 88-91, 94,
A..OPP. See compalter programs. 104-10G, 138-1,12

ANOPP. turbines, 196
approach noise, 151-152, 153, 194, 196, turbomachinetro, 166-167, 189..396, -112. 416, 421,434. 450, 451 192-1;3. 205

aquatic life. See sonic boom, aquatic broadband noise amplification,
life response. 375-378. 379-381

a, --'.e, .526, 533 broadband shock-associated noise.
asymptotic expansion. 325-329. 349-366, 368, 369,

matched, 345-347, 349. 356-357 370. 375, 376
multiple-scales method. 344-347 BVI. See blade-vortex interaction

351-352, 356 (BVI) noise.
atmospheric effects. See sonic boom. csAustics 307. 534, 535. 536. 564

atmospheric effects. cavity. See also acoustic radiation.
atmospheric propagation, 33-34 cavity- directivity pattern.
attenuation. See ground-surface cavities: models. cavity; scale

effects, attenuation, effect, cavities; rortices, cavity.augmentor wing. See also acoustic cavity noise, 392. 419, 421-424.
treatment, augmnentor wing. 439-4,10. 443, 564

augmentor wing, 450. 452. 455, 457, cavity tones, 369, 394, 395. 418,
459, 467. 470, 472 421-422

aural detection, 67 Coanda effect. 450. 451
aural response. 520. 521 coherent motion. 311-384
autocorrelation. 226. 227-228. 233, 247 combustion
AW. Se augmentor wing. acoustic response. 487, 488
bandwidth, 68, 69, 78. 102, 103 heat release. 488. 496, 498
Bessel functions, 17, 18. 19, 25, 58 turbulent, .187, 488, 4()2 -493, ,194
blade. See rotor blades. combustion noise, 483-516
blade-fixed coordinates. 69-72 burning rate, 193-494
blade-passage frequency, 4, 25, 26, 35, characteristics, 489-492

45, 89, 153, 154, 160, 175, 204 direct, 483, 486, 487, 489, 492-491,
blade low transmission, 160-162, 197, 495, 496, 497, 198, 510, 514

203 engine power effects, 189
blade-vortex interaction (BVI) noise, frequency, 503, 501

82-88, 89, 94-96, 98, 100, 101, gas turbines, 183-513
102-101, 105, 109, 112-115, indirect, '183, '186, .192, 194-195, 508,
131-138, 1,11, 1,14, 145 510, 514, 566

blade-wake interaction, 105, 1.11 reciprocating engine, 514-516
body of revolution, 520, 521 spectra, 487, '189, '190, '191, 493, 191,
boomless flight, 564 195, 197-,198, 501, 503, 506,
boundary-layer noise, 34, 212, 112, 509, 510, 511, 513, 51,4, 515

124-431 theory, 495, 496-199
boundary-layer trip, 564 thermoacoustic efficiency, 564
broadband noise, .121

fans, 172-173, 564
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combustors, counterrotation, 565
annular, 489, 490, 491, 499, 503, cross correlation, 233, 268, 509,

504, 510, 511, 512 512-513
can, 489, 490, 495, 498, 499, 503, 504 cross-spectral density, 509, 510, 511,

community noise, 53, 151-152, 153 513
community noise annoyance, 523, 546, Curie's equation of aerodynamic noise,

55!, 554 212
compact noise, 41, 73, 86, 406. 414, curve fitting, 29, 30, 31

416, 460, 564 cusp, 565
component source approach. See cutoff Mach number. See sonic boom,

prediction methods, component cutoff Mach number.
source approach. cyclic contrnl, 79, 80

compressors. See also noise sources, cylindrical .oordinates, 123, 124, 126
compressors; tones, compressor. data bases,

compressors, airframe noise, 440
low-pressure, 203-204 turbomachinery, 204
vane-blade ratio, 203-204 undercarriage noise, 424

computational fluid dynamics (CFD), delocalization. 119, 120. 122, 125,
rotors, 127, 136, 142 127-134, 143, 565

computer programs, dipoles,
ANOPP, 13. 432, 437, 438, 439, 440. airframe noise, 399, 404, 405, 406,

442, 467, 468, 469, 473, 474, 408, 415, 416, 417, 424, 427,
475, 476, 477 428, 436, 452, 460

ANOPP-PAS, 48, 49 compact, 395, 565
DFP-ATP, 13 jet noise, D9, DIO, D45
propeller noise, 11, 12-23 lift, 393, 395, 396, 397, 435, 454,
sonic boom, 524, 532-534, 536-537 460, 461,464, 469, 470

conservation equation. See fluid flow propeller noise, 28, 29
equation, rotor noise, 71, 76, 102, 116, 117,

continuous spectrum, 564 118, 119, 122, 138
convection, 29, 30-31 directivity. See also jet noise,
convection Mach number, 221, 224, directivity.

228, 229 directivity,
convection velocity, 399, 400, 401, 402, airframe noise, 393, 406, 410, 411,

403, 405, 412 427
convective amplification. See also jet combustion noise, 497, 503

noise, convective amplification, engines, 188-189
convective amplification, 416-417 helicopter noise, 97, 98, 101-102
core noise. See also combustion noise. powered-lift noise, 453-458, 460
core noise, 483-516 propeller noise, 8, 9, 30, 45
correlation, 233 trailing-edge noise, 393-394,
correlation equations, 404-405, 408, '135-436

airframe noise, 398, 401 turbomachiery, 153, 155, 163, 164,
jet noise, 357-358 165, 167, 182, 181, 186-196
turbines, 193, 194, 195-196 directivity pattern,
turbomachinery, 191-195 airframe noise, 428-429, 455, 463,

correlation function, 467, 470, 475
space-time, 221, 226-227, 248-251 cavities, 422
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directivity pattern (continued): eddy convection speed, 565

combustion noise, 491-492, 500, 502 edge tones, 369
externally blown flaps. 429 effective perceived noise level. 190

jet noise, 291, 300-304, 306, 307, EFW. See engine in front of the wing.

335, 336, 340 ejectors,
powered-lift noise, 460, 461, 464, trailing-edge flap, 452

473, 476 empirical correlations. See correlation

propellers, 18, 29 equations.
turbomachinery, 172, 177, 187, 190 energy conversion, 202-203
upper-surface blowing, 428-429, 455 energy-efficient engine, 152

displacement thickness fluctuations, energy spectrum, 565

407-408 engine geometry, 486, 488, 489

doors. See undercarriage doors. engine in front of the wing, 452

Doppler effects, engine pylons, 198-199, 201

rotors, 68, 90. 109, 118, 119, 565 engine operations, 487-489, 504

Doppler factors, engines. See also encrgy-efficient

airframe noise, 398, 399, 403, 41-'. engine; noise reduction, engines;

422 quiet engine; scale effect.
jet, 221, 250, 300, 301, 303, 305, 307 engines, tones, engine

propeller noise, 18, 19, 32, 565 engines.
rofors, 72-76, 78, 81, 82, 87, 107, 565 bypass, 275, 277

Doppler shift, 222, 223, 227, 253, 299. dual-spool turbofan, 187, 189

464, 467 full-scale tests, 186-204

drag element method, 396, 431, 432, gas turbine, 483-513
437, 438, 440, 442 high-bypass turbofan, 151, 152, 167,

duct modes, 153, 155, 157-160, 168, 190, 452. 483

162-167, 181-182 installation effects, 264. 449, 462,

coupling, 157-160, 167, 184, 203 464, 465

cutoff, 157-160, 162-163, 164, 183, jet, 239, 240, 243, 253, 264, 265, 266

197, 202 JT3D, 504
propagation angle, 163 JT8D, 503

ducted cascades. See also experimental JT8D-9, 504
methods, ducted cascades; JT8D-109, 503, 504

models, ducted cascades. JT9D-7, 504

ducted cascades, 181-182 JT9D-7A, 503

ducted fans. See ducted cascades JT9D-70, 503, 504
ducts, JTIOD, 503, 50,4

acoustic lining, 152, 175, 196-197, JT15D, 171, .178
203 low-bypass turbofan, 190

annular, 160 propfan, 3, 26-28, 35, 39, 392

cutoff ratio, 159, 162, 166, 167 QCSEE, 475
variable area, 162, 163 reciprocating, '183, 184, 51,4-516

east coast acoustic disturbances, 5,16 TF-34, ,171
EBF. See externally blow flap triple-spool turbofan, 189

eddies. Sec! also turbulent jet turbofan, 151, 152, 153, 166,

structure, eddies 186-204, 189, 191, 275, '183,

eddies, 88-90, 91, 292, 299-300, 403, 484, ,486, 501
405, 493, 494 turbojet, 151, 189, 483, '181, 501
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engines (continued): experimental methods (continued):
turboprop, 151, 483, 484 turbomachincry, 167-185, 186-204

turboshaft, 501 turbulent jets, 232-234, 239, 241,
engine struts, 198-199, ' 201 243, 245, 246

entrainment. See turbul. . jet undercarriage noise, 417-420
structure, entrainL ent. wheel wells, 422-424

entropy, 494 externally blown flap. See also tones,
entropy noise. See combustion noise, externally blown flap;

indirect, upper-surface blowing; under

EPNL. See effective perceived noise the wing.
level, externally blown flap, 391, 411, 428,

Euler equations, 138, 139, 292 440, 461-464, 571
evanescent wave theory, 406-407 face alignment, 17
excess noise, 220, 263-264, 285, 566 fan blades,
exhaust-gas-airframe interactions, 449 fluctuating pressure, 153, 155-157,
exhaust-gas-wing-flap interactions, 167, 182

450-451,453, 458-467 gust response, 155-156, 157
exhaust jets. See noise sources, fans. See also acoustic radiation, fans;

exhaust jets exhaust noise, fans; flight tests,

exhaust noise, fans; noise reduction, fans; noise

fans, 164-166 sources, fans; tones, fan;
jet, 405, 449, 451, 458, 460, 463-465, wind-tunnel tests, fans

470, 485, 491 fans,
exhaust nozzles, design, 196-203

D-shaped, 428, 451, 455, 456 noise-generating mechanisms,
rectangular, 428, 451 151-152, 153-155, 167-181

exhaust radiation. See acoustic vane-blade ratio, 202-203
radiation, exhaust systems. far field. See shock waves, far-field.

experimental methods, far-field noise,

airframe noise, 392-395 airframe noise, 395, ,101, 403, 404,
combustion noise, '491, 497-499, 406, 407, 409, 412, 414, 422, 424

503-513 combustion, 487, 491, 492, 504

ducted cascades, 181-186 gas turbines, 485
flap side-edge noise, 412-413 jets, 212, 215-217, 219, 220, 221,

ground effects, 37-38 222, 223, 226, 227-228, 2,16,

helicopter noise, 67, 68, 91-106, 248, 249, 251, 253, 254,

115-1,12 255-262, 267, 271, 272, 275,

jet flow, 311-315 277, 325, 340, 341, 355,
jet noise, 220, 249, 253, 257, 258, 357-35S, 361, 375

259-275, 285, 329-341, 347-3,19, propellers, 15, 18, 24, 29, '13, 41, 53,

360-362, 368-369, 379-381 56

large turbulence structures, 374-375 rotors, 92, 94, 96, 100, 110, 128, 129,

powered-lift noise, 453-458, ,161-463 138
propeller noise, 1, 37-38, 40, 41-45, turbomachinery, 153, 154, 155, 162,

46, 48, 49, 50, 51, 52 163, 166, 167

shock-absocmated noise, 366, 368, 369 fast Fourier transform, 68, 508-509,

sonic boom, 538-546 510
trailing-edge noise, 404-406 feedback loop, 367-372
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Ffowcs Williams-Hall equations, 28-29, flyover noise, 32, 151-152, 166,
397, 400, 410 167-168, 169, 187, 190, 393,

Ffowcs Wiuiamns-Hawkins equation, 11 395, 398, 400, 411, 424, 431,
Ffowcs Williams theory. See 432, 434, 437, 438-441, 453-458,

Lighthill-Ffowcs Williams 464-465, 467, 468, 469, 473-477
convection equation, focus boom, 523, 525, 534-535, 536,

F-function. See Whitham F-function. 537, 539, 543, 554, 557
finite-element method, 27-28 force noise, 76-80, 81-82, 116-118
flames, forward flight. See also harmonics,

acoustically mixed, 488 forward flight.
diffusion, 487 forward flight,
premixed, 487 helicopter noise, 94-104, 141-142,
turbulent, 488, 489, 494, 497-498 143

flap side-edge noise. See also models, forward-flight effects,
flap side-edge noise, jet noise, 341, 354, 365-366,

flap side-edge noise, 412-416, 566 371-372, 378
flight effects. See forward-flight effects; propeller noise, 4, 41, 43

jet noise, flight effects; powered Fourier transform See also fast
lift, flight effects Fourier transform.

flight simulation, 167-171 Fourier transform, 12, 15, 18, 222-223,
flight tests, 227, 228, 248, 267, 271

fans, 168, 171-173, 178 frequencies See sum and difference
helicopter noise, 68, 90, 94, 102, 109, frequencies.

110, 112, 113, 136, 138 frequency domain, 67, 118
powered lift, 465 frequency-domain noise methods,
propellers, 41, 43-47, 53, 54 12-24, 43, 45, 47, 54, 55, 59, 566
sonic boom, 520, 522, 535, 540 fuel-air mixture, 488, 489, 492-493flow-acoustic interaction, 212, 219, fuel-air ratio, 488

252, 256-257, 259, 262, 265, full-scale tests. See airframe noise,
266, 277, 278, 279-282, 283, full-scale tests; jet noise,
284, 285, 566 full-scale results; engines,

flow field disturbance, full-scale tests.
rotors, 153, 167, 170, 181, 205 gas turbines. See acoustic power, gas

flow measurement, turbines; engines, gas turbine;
shadowgraph, 316, 319 far-field noise, gas turbines;
schlieren, 331 pressure measurement, gas

flow quality, 168-171 turbines.
flow visualization, GELAC. See prediction methods,

jets, 236, 237, 277 GELAC.
fluctuating pressure See fan blades, Goldstein's theory, 408-411

fluctuating pressure, pressure Green's function, 398, 413, 414
fluctuations, ground response See sonic boom,

fluctuating-pressure equation, 219, 280 ground response.
fluid flow equatiomn, 213, 216, 218 ground-surface effects, 92, 265, 266,
flyover noise. See also mcrophones, 531

flyover noise measurement; attenuation, 38, 39
prediction methods, flyover reflection, 37-38
noise, ground tests, 178

579



Index

gust interaction methods, 403, Helmholtz equation, 232, 271
408-409, 430-431 Helmholtz resonator, 421

gust response. See fan blades, gust High-speed impulsive (HSI) noise, 82,
response; rotor blades, gust 88, 94, 95, 102, 109-112, 130,
response. 133-134, 135, 143, 144, 145, 566

gust solution, 293, 294, 297, 298, 299, honeycomb, 168, 169
304, 308 hovering. See also harmonics

Gutin analysis, 78-79 hovering; helicopter noise,harmonies, hovering.
exhaust, 514, 515 hovering, 65, 66, 72, 143
forward-flight, 80-88, 133-142 hovering tip Mach number, 68, 76, 77,
high-frequency, 79, 116 90, 92, 103, 104, 107, 108,
hovering, 73-80, 116-133 118-122, 125, 129, 130, 131,
jets, 320, 335-337 132, 133, 143
low-frequency, 78, 79, 81-82, 94, 106 Howe's equation of aerodynamic noise,
main-rotor, 70, 92, 93 282
propeller, 4, 8, 10, 11, 12, 15, 17, 25, Howe's theory, 398-403, 410, 411,

26, 28, 41, 514, 515 414-415
rotor blades, 79-80, 88, 89, 160, 175, HSI. See high-speed impulsive (HSI)

176, 177, 178, 184 noise.
rotors, 68, 72, 116, 118, 173 human response. See sonic boom,
tail-rotor, 70, 92, 93 human response.

helicopter noise, 65-149 hydrodynamic solution See gust
blade slap, 95, 101, 102 solution
hovering, 68, 73-80, 88, 91-94, ICD. See inflow control devices.

116-133, 139-141, 143 impedance, 420, 422, 441-442
impulse Zcte also high-speed impulse noise. See helicopter noise,

impulsive (HSI) noise, impulse; high-speed impulsive
impulse, 67, 82, 96, 101, 102, 103, (1tSI) noise.

104, 112 inflow, rotors (helicopter), 83, 88-90,
main-rotor, 102, 145 91, 104, 105, 109, 112, 139-140,
measurement, 91-106 144
power spectra, 68, 78, 102, 103 inflow control devices. See also
tail-rotor, 102, 103, 105, 144, 145 honeycomb.

helicopter tail booms, inflow control devices, 168-171, 172,
circulation control, 145 173, 174

helicopters, inflow turbulence, 40-42, 43, 44, 49
AH-1, 83, 134 inlet radiation. See acoustic radiation,
Att-IG, 109 inlets.
All-IS, 111, 112, 113, 136, 137, 143, inlets. See also acoustic radiation,

144 inlets, models, inlets, noise
BO-105, 104, 105, 141 generation, inlets; souid
OH-6A, 92, 93 propagation, inlets; tones, inlet.
OV-1C, 135 inlets,
UH-1, 143 lip thickness, 163, 164, 165
UH-1A, 70 instability waves. See also large
UH-IHl, 94, 96, 97, 98, 99, 100, 101, turbulence structures.

102, 103, 109, 122, 127, 129, 135 instability waves, 294-295, 296, 297,
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instability waves (continued): jet noise (continued):
298-299, 304, 308, 311-320, screech, 252, 275, 277
335, 337, 341-349, 358-360, spectrum. See also power spectral
368, 369, 370, 371, 374, 379, demsity, jets.
380, 381-384, 566 spectrum, 222, 226-230, 234, 248,

installation effects. See engines, 254, 257, 259, 261, 262, 263,
installation effects; propeller 277, 322, 324, 328
noise, installation effects; subsonic, 254, 255-262, 268, 275,
undercarriages, installation 278, 291-307
effects, supersonic, 252-253, 255, 320-341

integral equations, 69-71, 75, 77, 79, temperatare effects, 218-220, 253,
81-82, 131 257

interior noise, 53 jet noise generation, 212, 232, 245,
helicopter, 95-96, 101 252, 253, 254, 256, 273, 275,

isocorrelation. See correlation 279, 280, 283, 311-384
jet deflectors, 455, 456, 461, 464, 470 jet noise suppressors, 275, 277
jet flow. See experimental methods, jet corrugated nozzles, 212, 275, 276,

flow. 277
jet flow. turbulent. See turbulent jet multitube, 277

structure, turbulent flow. jet temperatures. See also jet noise,
jet mixing. See also turbulent jet temperature effects.

structure jet temperatures, 218-220, 371, 372,
jet mixing, 299, 308, 312, 313, 314, 378

316, 317, 319, 344, 349, 351, jet velocity. 485, 491-492
463-464 jets. See also far-field noise, jet;

jet instability, 333 near-field noise, jets; noise
jet mixing region, 567 reduction, jets, noise sources,
jet noise, 191, 211-289, 311-384, 392, jets; turbulent jet structure.

405, 420, 485, 499 jets,
choking effects, 252, 275, 277, asymmetric, 372-375

350-352, 353, 367 axisymmetric, 316, 345-347
convective amplification, 211, 223, circular, 238-239, 245, 259-262,

224, 259, 265, 275 300-3C3
convection effects, 221-226, 353 coaxial, 378
directivity, 212, 256, 257, 262, 264, deflected, 453-454, 455, 461,

322, 323, 325, 335, 337, 341, 463-464
357-358 excited, 236, 313, 314, 348, 349, 370,

flight effects, 253, 257, 260, 263-264, 375-381,383
266, 341, 354, 365-366, expanded, 252, 320, 321, 323, 325,
371-372, 378 326, 327, 335, 368, 369

flow properties effects, 2 39 -' 4 0 , isothermal, 219
240-243, 244-245, 252-253, nonaxisymmetric, 303
257-258, 259, 263, 273-274, rectangular, 372-375, 373, 377
275, 279, 285 subsonic, 291-307, 314, 378, 379,

full-scale results, 265, 270, 273, 283, 381-384
285 supersonic, 252-253, 308, 311,

gas properties effects, 2.2-223, 226, 314-315, 318, 319, 325, 328,
253 333, 334, 341-349, 372-375,
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jets (continUed): ift coefciem. Se reor blasUZ , Mit
supersonic (continued): owexfckt.

376, 37e  lift fluctuation noe, 423, 460-463,

turbulent. See t.urbulent jet 46i, 463, 470
structure, liftin.-line theow., 22

Karman-vortcx shedding. 105 lifing-trip theory, 161, 182-
Kelly resonance, 299 lifting-suifce theocy, 161. 182,201

Kirchhoff theorem, 130-133, 138 Lighthill-Ffof'cs Willams comition

Kolmogorov theory, 232, 234 equation, 221-222,223-226,
Kutta condition, 29, 295, 398, 400, 259, 27S, 300

401, 402, 403, 405, 407, 408, Lighthilrs acoustic analog', 115, 122,

409, 410-411, 412, 439, 567 128, 134, 218, 221-222, 24.5,

laminar flow, 567 247-248, 252-253, 255, 256,

landing gear. See also models, landing 257, 2 259-2P_ 266-267,
gear. 26S, m'2d,72-25, 5 , 2"-1, 2729, 282,

landing gear, 422-423, 427 283, 284, 285, 291-292, 295,

four-wheel, 417. 418, 420, 434 299-300, 301, 303, 398, 567

main assembly, 417, 418,419,420, Lighthill's equation of aerodynamic

424-425. 434 noise, 211-212, 215-217, 220,

noise, 567 221, 228, 252, 265, 277, 279,

nose, 417, 418, 419, 424-425, 434 281,282, 283, 398, 425, 496, 498

twelve-wheel, 419 Lighthill's stress tensor, 215,217,220,
two-wheel, 417, 418, 419, 420, 434 226-227, 252, 256, 272-, 274.

landing noise, 44-45, 51, 52, 53, 56 277-278, 279, 282, 283
large turbulence structures. See also Lill y's equation of aerodynamic noise,

experimental methods, large 228, 282. 298. 300-303
turbulence structures; linear theory, 11-26. 116, 118-122.
instability waves; models, large 133-134, 136, 292-295
turbulence structures; line spectra, 567
prediction methods, large loading noise. 1, 4, 6, 7-10, 11, 12, 13,

turbulence structures. 19, 20, 23-26, 27, 41, 44, 45, 47.

large turbulence structures, 234-236. 49, 50, 58, 59, 60, 73, 74, 80. 81.

311-320, 329, 341-349, 354-365. 90, 142. 145, 567
379, 381-384 Mach cone, 526, 527

large turbulence structures-shock-cell Mach number,

interaction, 35.-365, 368-371 high. 71, 118, 122-127. 567

launch vehicles, 539-540 Mach wave radiation. 567
leading-edge devices, 434, 137, -139, 466 Mach waves, 221, 222. 223
leading-edge noise, 10, 28, 29, 404, 407. main rotor. See harmonics, main rotor;

408, 410, 430, 4,11, 442 helicopter noise, main rotor.

leading edges. See also vortices, mean flov, 292, 293, 296-297, 300-301,
leading edge. 303, 304,307

leading edges, streamline, 304
flat plate, 292-296 Michalke's equation of aerodynamic

porous, 441, 466 noise, 230, 278-279
serrated, 142 microphones,

Legendre's equation of aerodynamic flyover noise measurement, 266

noise, 281, 282 helicopter noise measurement, 92,
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91, 100-101, 102, 101, 106, 111, D=a-&M~ 1306,
11?, 117,120 airfnun noise, 393, 403,421

jet noise, 266, 267-272bcton 9

=Md-cbsd ligunect, 15, 16 jet, 322,323,3-94, 327-=2, 31,

models,357,360,361,362,363,361
acoustc anakoy- 247-254 papelrsc 43,53

airfanx noise, 4338410 noise,
cvt,4-M-424 airfoil -railm.g Ma. 6

comibustain noise, 493, 494, 496,497, airfrae interactionl, 563

direct mnmrical simulation, 317 bladevortex interaction, %64

ducted cascdes., Ieniet core.tn 565

flap side-edge noise, 413-416 egn oe 6

jet. nois-e. 247-2-7A, 255, 283 impulsive, 566

landing gear, 422-424 inflow turbulence, 566

large turbulence stnicturms 315-319 intermittent periodic. 5r7

phased point-source array, 352-3-7A. propulsive lift, ntiS

365, 367 quadrupole, 568

powerecd lift 465, 471-478 screech , 569

propeller noise, 29 turbulence ingestion, 570

rotor wakes, 175 turbulent-boundary-laver. 570

shock cells, 351-352 noise annoyance. Ste aLso communitY

similarity source. 358-360 floise annoyance.
stochastic wave. 317. 318-319 noise annoyance.

supersonic jet noise, 252-253. 259. helicopters. 136, 141, 143, 144

274 noise amplification. See broadband

trailing-edge noise, 407. 463 noise amplification.

turbomachinery, 204 noise control,

turbulent jets, 234. S18-251, 259 propellers. 49. 53. 56-60

mnonopoles, turbomnachincry. 204-205

airframe noise. 415, 4123 noise generation. See also jet noise

combustion noise. 491. 497-198 generation.

jet noise, 3.52 noise generation. 292, 294-295,

propeller noise, 28 295-296

rotor noise, 71, 116. 117, 118, 121, inlets, 185S, 188

122, 1211, 130, 131, 132 proel~elers, 2-11. 31, 32

moving frm.Setruetjtturbomachinery, 152, 155, 186-20 1

structure, moving coordinate noise intensity,

mneasurenment. jets, 227-228, 2417, 251-252. 264, 272
mufflers, 5141 noise reduction,

multiplc pure tones, 153, 1541, 157, 173, airframe, 392, 441-413

185, 187 568 engines, 195-20 1, 205
fans, 175, 196-203
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COES e ducto (wnflunc nozzl lims
beliopter, 67,7#2.) 142-145 thidcss , 33, 340

je,2 -5-21ss, 255 nozzles,
poanAc lift, 466 aspect ratio, 313, 374,375o
propeilcrs, 19, 21, 56-60 N-wavv. See sonic boom, N-ave
reciprocating cegne, 514 N-MV Shock patCtrS, 563
"oor blades, 185 O.APWL Se ov'erall soundpoi

turboinadaineiy, 195-2D0leel
under the wing. 466 O.ASPL. See overall sound pre-ssure

noins regulations, 186 level.
noise soure. See also acoustic source octopole, 219

distribution, jets; source open jet. See wind-tunnel tests, open

hoielicoptra 7-121 poexre s lift 453 cr458, 06,46
infligha. 1871 01 ,489 46-49,47,43.47, 7547

jeut jes. 19,23, 296,29 30,v02erailisndgpesoise 406, I 9

319.-y 3900, 353ts6, 37828Ctri., 19, 194

propellers. 1. 5-11. 23-26 over the wing. See upper-surface
powered lift. 464-465 blowing.
rotorcraft. 67-1 15 panel vibration, 411. 412, 425-427,
rotors. 74-76, 115, 171-173 430. 439
turbines. 187. 190, 191. 193 passenger comfort. See ride quality
turbomachinexy, 162. 186-204 perceived noise, 136

noise spectrum. See also jet noise, perceived noise level, 152, 188, 189, 190
spectrum. periodic noise, 67, 68, 69, 70, 78. 79,

noise spectrum. 67-69, 90. 93, 100, 83, 88, 90, 105. 115, 116
186-204 phased point-source array model. See

noise suppression, models, phased point-source
synchrophasing, 58. 60-61, 570 array.

noise suppressors. See jet noise Phillips' equation of aerodynamic
suppressors. noise, 212, 282

noise transmission, rotor blades. Sec PNL. See perceived noise level.
alsG blade rowv transmission, polar correlation technique, 249, 250,

noise transmission. 267-272, 274, 275, 283, 285
rotor blades, 160-163 porous See leading edges, porous;

nonaxial flight, 65, 66, 67, 80 trailing-edge flaps, porous.
noncompact noise, 18-19, 20, 22, 23, pot'mntial equation, 122-124, 125, 126,

24, 7.3, 116, 182, 397, 414, 452, 128, 129
4160 potential flow region, 568

nonlinear effects, 26-28, 38-1l0, 49 powered lift,
flight effects, 464-465,,478-479
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pomired-lift noise, 423-431, 449-M8 pressure measrment,
po r sp--al density, engines, 504,505-507

edge effect% 400, 401, 402 gas turbines, 505
jets, 226..227, 248, 251, 253, 254, rotor blades, 170-171

26, 271, 72, 322, 3 ,328 trasducer-% 505-507, 509, 511
prediction methods, pressure signature, 522, 528

afrae noise, 391, 392, 395-397, principal-lobe radiation, 163, 165, 166
431-440, 442 propeller aerodynamic interactions, 1,

combustion noise, 496-497, 498, 499, 8,9, 10,25
500-503 propeller blade planform, 15, 16, 17

component source approach, 391, propeller blades,
397, 431-440 loading, 10, 11, 15, 16, 18, 21, 22,

FAA noise component method, 23,47, 49, 60
438-442 location, 15, 23

flyover noise, 400, 438-440 shape, 60
GELAC, 473, 474, 47.5, 476, 477 surface, 11, 13
helicopter noise, 67, 115-142, 144 sweep, 19, 21, 22, 27, 43, 45, 58-59
jet noise- 2.52-253, 255, 259-262, volume, 5, 11, 15, 16, 17, 18, 21, 27,

2777, 278, 283, 285, 347 56-57, 58, 59-60
large turbulence structures, 315-319 propeller disk, 58
powered-lift noise, 449, 460, 462, propeller noise, 1-61, 67, 115, 452, 458,

463, 464-465, 467-471, 472-478 514
propeller noise, 11-32, 40, 43-47, 48, installation effects, 1, 2-4, 35, 39,

50, 51, 52, 56 53, 514, 515
screech tones, 367-372 static tests, 40-42
shock-associated noise, 351, 366, 368 theory, 15
sonic boom, 532-534, 538-546 propellers, 1-4
trailing-edge noise, 401, 404, airfoil section. See also surface

406-422, 434, 463 pressure, propeller airfoil.
under the wing, 467, 468 airfoil section, 5, 12
undercarriage gear noise, 420-421 counterrotating, 2, 3, 8, 9, 10, 24-25,
under the wing, 467, 468 26, 42
upper-surface blowing, 467 high-performance, 2, 3
UTRC, H25, H26, H27, H28, H29 tip speed, 13, 44, 58, 60
whole aircraft approach, 391, transonic, 6, 26-28

395-397, 431, 437, 438, 442 propfan. See engines, propfan.
pressure autospectrum. See propfan noise. See also quadrupoles,

combustion noise, spectra. propfan noise.
pressure coefficient, 107, 112 propfan noise, 1-61
pressure fluctuation equation, 213-215 propulsive lift. See powered lift.
pressure fluctuations. See also fan PWL. See sound power level.

blades, fluctuating pressure; QSRA (quiet short-haul research
fluctuating-pressure equation. aircraft). Se aircraft, QSRA.

pressure fluctuations, 296, 297 quadrupoles,
jets, 382 airframe noise, 405, 416, 424, 425
trailing edges, 402, 404, 407-408, helicopter noise, 116, 122, 127-130,

411,415 131,132, 133
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quadrtpos (Cntinzd): 
rotor blades. See also harmonics, rotorJet noise, 219, 220, 223, 282,300, blades rosc reduction, rotor302--303, 305,307, 

blades; sund measureen,rt,powered lift noise. 454, 455, 458, rotor blades thickn ess noise,461, 463-464,470 
rotor blades; tones, rotor blades.propeller noise, 1, 6. 26-27, 28-32, rotor blades 6558,59 

blade n err, 144, 19r,197propfan noise, 26-27 fleible, 80 4quiet aircraft, 391, 480 gust response, 197-202quiet engine, 154, 205 
leading-dge shock, 173, 18radiation efficiency, 18-19 leading-edge sweep, 187, 202random noise, narrow-band, 4, 10-11 lift coefficient, 199-202rapid-distortion theory, 292, 295 pressure, 170-171, 172, 173, 175,ray acoustics, 162-164 

183, 185ray cone, 527.531 
shock waves, 100, 102, 119, 12, 126,ray diagram, 523-524 

127, 135,136Rayleigh equations, 293, 294, 296 stagger angles, 161Rayleigh's criterion, 488-489, 490 stall, 141, 143ray patterns, 534, 535, 542-543 subsonic flow, 126rays. See acoustic rays; sonic boom supersonic flow, 126, 127rays. 
supersonic tip speed, 185, 188

ray tube, 527, 529, 530, 531, 532 swept tip, 143receptivity analysis, 379-380 tapered tip, 143reflection. See acoustic reflection; tip shape, 143, 144ground-surface effects, tip speed, 143, 145, 174, 185,reflection. 
192-193. 195-196, 196-197refraction, 33-34 

tip vortices, 82, 112, 115, 141, 144,regression analysis, 498-499 
160, 17,4, 175, 205FAA, 480 

transonic aerodynamics, 101, 116,122-127, 128, 129, 130, 131
FAA FAR 36, 53, 391, 393, 396 vane-blade ratio, 171, 184
ICAO, 480
ICAO Annex 16, weight, 143, 144rCtardcd position, 13, 7 rotorcraft, 65-149retardedsoue position, 18 rotor disks, 66, 83, 85, 87, 88, 112

retarded source p~osition, 568 rotor noise. See also dipoles, rotorretarded time, 71, 81, 128, 216, 221, noise; helicopter noise;227, 245, 299, 306, 569 monopoles, rotor noise; scaling,Reynolds number, 105, 114, 115, 569 rotor noise.high, 232, 291-308, 311, 312, 341 rotor noise, 65-149Reynolds stress tensor, 232 rotor-shaft rotational rate, 108Ribner's equation of aerodynamic rotor-stator interaction, 174, 175, 181,noise, 228, 278-279 
183-184ride qu~ality, 53 

rotor-stator spacing, 184, 198rise time. See sonic boom signature, rotor-strut spacing, 172, 200rise time, 
rotor tip-path plane, 77, 101, 102, 109,rotation~al noise, 67 

111, 112, 142rotatioaal tip Mach number, 107, 108, rotor wakes. See also models, rotor1a9 
wakes.
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rotor wrakes, 66, 85, 88, 101, 105, 160, shock-cell noise, 320
173-175, 177, 182,197-198 sh "- cells. See aLso large turbulence

rotor wake-stator interaction, 171-172, structures-shock-cell
186, 199-202, 203, 205 interarction; models, shock cells.

rotor wake-strut interaction, 171-172, shock cells,
204 jets, 252, 314, 328, 329, 333,

scale effect, 350-,52, 360, 367, 372, 373, 374
cavities, 422-423 shock flow fidd, 520, 521
engines, 186-204 shock screech noise, 308
powered lift, 429, 469, 471 shock wave interactions, 308
turbomachinery, 191-195 shock waves. See also rotor blades,

scale factor, 108, 109, 394 shock waves.
scaling, shock waves,

airframe noise, 393, 394-395, 396, bow, 308, 520, 521, 528, 543, 546
397, 438-439 coalescence, 520

jet noise, 365 compression, 520
nondimensional parameters, definition, 569

106-109, 110, 112 expansion, 520
nondimensional time, 107 far-field, 520, 521, 528, 529, 530, 537
rotor noise, 107-115 local, 100, 119, 129-130
shock-associated noise, 362-365 near-field, 537
trailing-edge noise, 397, 398. 399, recompression, 520

402, 404 tail, 520, 521
screechi tones. See also jet noise, weak, 223

screech; prediction methods, shock wave signature, 520, 526, 528,
screech tones; shock screech 529
noise, sideline noise, 44, 45, 51, 416, 418, 434,

screech tones, 320, 323, 329-341, 353, 454, 455, 467, 468, 469, 474
364-372, 375, 377 signature. See acoustic signature;

scrubbing noise, 429, 451, 460-461 pressure signature; shock wave
Sears function, 156, 157, 200 signature; sonic boom signature.
self-preserving flow, 569 similarity source model. See models,
sheared flow, 291-308, 311--312. 314, similarity source.

344 sinks, 74-76, 115
shear layer, 299, 317, 319, 405, 421, Snell's law. See acoustic ray theory

422, 430, 443 (Snell's law):
shear layers, sonic boom. See also computer

free, 315-319 programs, sonic boom;
shed wake, 90 experimental methods, sonic
shock-associated noise. See also boom; flight tests, sonic boom;

broadband shock-associated focus boom; prediction
noise; prediction methods, methods, sonic born; statistics,
shock-associated noise; scaling, sonic boom, wind-tunnel tests,
shock-associated noise. sonic boom.

shock-associated noise, 320-323, 330, sonic boom, 214, 519-561, 569
349-366, 569 aircraft operations, 546, 548-550,

558
animal response, 555, 558
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sonic boom (continued): sonic cylinder, 125, 126, 127, 128, 131,

aquatic life response, 555, 558 132

atmospheric effects, 523-524, 530, sonic fatigue, 53 -

531,541-542, 548-549, 554, 557 sound barrier, 520

cruise, 523 sound field, 291-292
cutoff Mach number, 548-549 sound measurement, 175-181

ground response, 556, 559 microphones, 37-38,43, 44, 45, 49,

human response, 550-551, 552, 555, 50, 53, 54, 56, 57, 177-178, 180,

558 188, 337, 341,395, 402, 412,

hypersonic flight, 525, 526, 535-538, 422, 450, 461,471, 504, 509

556 rotor blades, 91-106

lateral cutoff, 522-523, 540-541 transducers, 176, 178, 179, 183, 412,

lift chararteristics, 526, 530, 538 461-463

maneuvering operations, 523, 525, turbomachinery, 204

531, 534-535, 536, 542-544, 557 sound power. See acoustic power.

nonlinear steepening, 526, 528, 529, sound power level, 34, 188

533 sound pressure level. See also

N-wave, 520, 522-523, 526, 528, 530, principal-lobe radiation.

532-534, 535, 536, 546, 552, sound pressure level, 33, 188, 189, 402

554, 556 jets, 230, 327, 328, 343, 362, 363, 364

structural damage. 550, 551, propellers, 23, 27

552-555, 558 turbomachinery, 190

structural vibration, 523, 550, 551, sound propagation,

552 boundary layer, 34

superboom, 535, 543 ducts, 162-167

transonic speed, 549, 550, 558 inlets, 162-164

U-wave, 535 jets, 335, 337

volume induced, 530, 538 propellers, 32-40

sonic boom carpet, 520, 523, 538-546, source location techniques, 266-267,

551,556 272

primary, 522-523, 524, 539-544, 557, sources, 74-76, 115

568 space-fixed coordinates, 72-73
secondary, 522-523, 524, 544-546, Space Shuttle, 519, 539557-558, 569 SPL. See sound pressure level.

sonic boom minimization, 546-550, static tests. See propeller noise, static

547, 558 tests

sonic boom rays See also ray cone; statistics,

ray diagrams; ray tube. sonic boom, 538, 541-542

sonic boom rays, 530, 531, 532 turbulence, 317-319, 343

sonic boom signature, 522, 529, 539, Stokes-Kelvin method, 271

542, 544, 545, 546-548, 549, STOL. See aircraft,

550, 554, 557, 558 short-takeoff-and-landng

flattop, 5,16 (STOL).

rise time, 546-547 stopped-rotor aiucraft. See aircraft,

sonic boom theory, 524-538, 557 X wing.

sonic boom waveform, 522, 523, 524, stress tensor See Lighthill's stress

525, 542 tensor; Reynolds stress tensor.
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Strouhal number, 105, 114, 226, 233, tones (continued):
251, 254, 255, 259, 271, 304, tones; edge tones; multiple pure
305, 335, 341, 342, 378, 380, tones; screcch tones.
465, 570 tones,

structural damage. See sonic boom, compressor, 153
structural damage. engine, 171

structural vibration. See sonic boom, externally blown flap, 430
structural vibration, fan, 153, 168, 169, 172, 198, 202

sum and difference frequencies, 153 inlet, 170, 182, 183
superbooms, 570 rotor blades, 184
surface effects, 292-305 turbines, 193, 194, 204
surface pressure, turbomachinery, 192-194

plates, 29--30, 31, 403, 404 upper-surface blowing, 429-430

propeller airfoil, 30-32 trailing-edge flaps, 450-451, 452,

trailing edges, 406-412, 426, 427 460-462, 465

wing flaps, 412-413 approach deflected, 454, 456, 457,

surface pressure measurement, 406-412 458, 459, 472, 473, 474, 476,

edges, 401 477, 478
surface roughness, 427 deflected, 411, 412, 424, 428, 434,

synehrophasing. See noise suppression, 435-436, 451, 454, 462, 466,

synchrophasing. 467, 468, 469-470

tail rotor. See harmonies, tail-rotor; porous, 466
helicopter noise, tail-rotor, sawtooth, 467

takeoff noise, 44-45, 51, 52, 53, 56, slot, 412, 414, 415
151-152, 153, 185, 191, 194, takeoff deflected, 453-454, 455, 456.

196, 450, 451, 453-454 457, 458, 459, 473, 475, 476,

test facilities. See also anechoic 477, 479
chambers; wind tunnels. trailing-edge noise. See also directivity,

test facilities, trailing-edge noise; models,

jet noise, 264-265, 266, 267 trailing-edge noise; overall

scale model, 265, 266, 267 sound pressure level,

thermoacoustic efficiency, 487, 488, trailiiig-edge noise; prediction

489, 491,496, 497, 498 methods, trailing-edge noise;

thermocouple probes, 508, 512 scaling, trailing-edge noise;

thickiess effects, 101, 103, 115 unified theory, trailing-edge

thickness noise, noise.
propeller, 1, 5, 11, 12, 13, 19, 20, 21, trailing-edge noise, 10, 28-32, 392, 394,

25, 27, 47, 54, 55, 58, 59, 60 395, 396, 397-412, 420, 425,

rotor blades, 73-76, 77, 81-82, 87, 428, 429, 431, 432-434,

88, 100, 102, 103, 104, 116--118, 435-437, 439, 441-443, 460,

119, 133-134, 143, 145, 570 461,463, 465, 470

thrust coefficient, 109, 111, 112 trailing edges. See also surface

time. See retarded time. pressure, trailing edges.

time domain, 67 trailing edges,
time-domaii noise methods, 12-15, 23, edge conditions, 400, 401,403

24, 26, 43, 44, 47, 48, 50, 570 edge effects, 398, 399, 400, 403

time windowing, 102, 103 porous, 420, 441

tones See also aeolian tones; cavity sawtooth, 442
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trailing edges (continued): turbulent jet structure (continued):
serrated, 442 initial mixing layer (continued):
swept, 442 253, 254, 259, 273, 275

transmission loss, intermittency, 238, 239, 242, 245,
combustion noise, 500, 502 248
rotors, 203 laminar flow, 230
turbines, 204 large-scale structure, 234-236, 245,
turbomachinery, 161, 197 248, 252, 253

turbines. See also noise sources, mixing layer, 230, 240, 243, 273
turbines; overall sound pressure mixing region, 223, 226, 230-232,
level, turbines; tones, turbines; 233, 234, 235, 236, 238, 239,
transmission loss, turbines. 240, 242, 243-244, 245, 247,

turbines, 248, 249, 252, 253, 254, 257,
low-pressure, 195, 204 258, 259, 264, 273-274, 275,
pressure ratio, 192, 193 276, 277
spectrum functions, 194, 196 moving-coordinate measurement,
vane-blade ratio, 204 228, 232-234, 248, 249, 250, 251

turbomachinery, potential core, 239, 243, 245, 247,
sound spectra, 153, 154 252, 254, 258, 273, 276

turbomachinery noise, 151-205, 570 self-preserving, 236-239, 245, 248,
turbulence, 249

atmospheric, 68, 88-90, 91, 139 shock-free, 232, 244, 248
fine-grained, 297, 298-299, 304, 308 transition, 230, 232, 259, 273

turbulence reduction, 169 turbulent flow, 232, 239, 240, 241,
turbulent boundary layer, 242, 243, 245, 248, 249, 253,

panels, 411, 424-431 257, 258, 259, 273, 275, 278,
propellers, 28-32 279, 283, 301, 303, 311-315,
wings, 392, 461-463 353, 355, 379

turbulent flow, 291-308, 570 vortex structures, 230, 232
plates, 398, 399, 403, 404 turbulent mixing. See also turbulent
wings, 401 jet structure.

turbulent jets. See also experimental turbulent mixing, 218, 312, 451,
methods, turbulent jets, models, 458-467
turbulent jets. turbulent mixing noise, 320, 322-325,

turbulent jets, 217, 218, 220, 221, 226, 327, 328, 330, 341-349,
230-247, 405 361-362, 375, 376, 571

turbulent jet structure, 230-247 undercarriage doors, 418-419, 424,
coherent structure, 234, 253 427, 431,434, 440
downstream of potential core, undercarriage gear noise, 392, 395,

239-240, 243, 252, 259 416-421, 418, 439, 443
eddies, 223, 226, 228, 232, 233, 234, undercarriages. See also landing gear.

236, 238, 253 undercarriages,
entrainment, 234, 243, 244, 245, 566 installation effects, 416-417
fixed-coordinate measurement, 226 undercarriage shafts, 417
high-speed effects, 238, 243, undercarriage struts, 417, 431

244-245, 247, 252-253, 280 undercarriage-wing-flap interactions,
initial mixing layer, 230, 231, 234, 419-420, 434

235, 236, 243, 245, 251, 252, under the wing. See also noise
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under the wing (continued): vortices (continued):
reduction, under the wing; toroidal, 312, 313
prediction methods, under the wing flaps, 413, 414, 415
wing. vorticity, 571

under the wing, 450-451, 453-455, 460, wave equation, 215-216, 234, 282
461, 462, 463-464, 465, waveform. See also sonic boom
467-468, 469, 470, 471, 472, waveform.
473, 474, 477, 478, 571 waveform, 95, 96, 97, 100, 101, 113,

unified theory, 119, 120
trailing-edge noise, 399 waveform averaging, 113, 114, 116-117

unsteady aerodynamics. 153 wave number, 222, 228, 248, 257
unsteady loading, waves. See shock waves.

propellers, 7-10, 41, 49 wheel wells. See also cavities;
upper-surface blowing. See also experimental methods, wheel

prediction methods, wells.
upper-surface blowing; tones, wheel wells, 421-424
upper-surface blowing; vortices, Whitham F-function, 526, 529, 533,

* upper-surface blowing. 535-538, 557
upper-surface blowing, 391, 405, 411, Whitham rule, 527-528

428, 429-430, 432, 440, 450, whole aircraft approach. See
451, 455, 456, 460, 461, 464, prediction methods, whole
465, 466, 468-469, 470, 471, aircraft approach.
472, 475, 476, 477-478, 479, 480 Wiener-Hopf solution, 162, 163, 164,

upwash, 155, 157, 174, 175, 177 182, 184, 409
USB. See upper-surface blowing wind tunnels,
UTRC. See prediction methods, anechoic, 106, 109, 111, 115, 116,

UTRC. 266, 563
UTW. See under the wing. NASA Ames National Fill-Scale
U-wavc See sonic boom, U-wave. Aerodynamics Complex
vane-blade ratio, 171, 184, 202-204 (NFAC), 106
vane-strut configuration, 199, 201 wind-tunnel tests, 341, 395, 412, 437,
velocity potential, 123 471,478, 479
vibration. See panel vibration, sonic closed test section, 42, 44, 51

boom, structural vibration; Duits-Nederlandse Windtunnel
wing flaps, vibration. (DNW), 104, 111, 116, 117, 134,

visual source position, 17, 18, 571 141
vortex, 571 fans, 168, 170, 186
vortex pairing, 299, 304, 312, 313, 383 jet noise, 266
vortex shedding. See also Kariman open-jet, 42, 43-44, 48, 50

vortex shedding. rotors, 106, 109, 110, 111, 115
vortex shedding, 114, 140-141, 144, sonic boom, 536

145, 295, 367, 400, 421,423, 465 wing flaps. See also surface pressure,
vortex sheets, 350-351, 352 wing flaps.
vortex tearing, 312, 313 wing flaps,
vortices, fairings, 413-414, '116

cavity, 421 side-edge noise, 112-416, 128, 439,
leading-edge, 45 4,12, 443
upper-surface blowing, 430 side edges, 395, 442
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Index 25 0,32 0,37

wing flaps (continued):
vibration, 425

wing in propeller slipstream, 450, 452,
458

zone of silence, 164, 256, 257, 259, 277,
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